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 I. Bases, méthodes et concepts 
 acoustique, psychophysique, physiologie 

 II. Caractéristiques élémentaires et applications 
 champ audible, masquage, bande critique, non-linéarités, MP3, implants  

 III. Attributs perceptifs 
 sonie, hauteur, timbre, localisation 

 IV. Analyse des scènes auditives 
 organisation auditive, musique  

  
 V. Etudes en cours 

 mémoire auditive, effets de contexte  
 

Plan du cours 
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II.1 Caractéristiques élémentaires 

•  Helmholtz, Seebeck: résonateurs, diapasons, sirènes, etc… 

• 1876: Transmission et reproduction du son par Bell et Edison 

•  Création des Bell Labs 

•  Transistors, théorie de l’information – et surdité 
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Although a defining aspect of Fechner’s psychophysics was 
relating perception to physics, attempts to find the physical 
bases for perception predate Fechner by centuries. The early 
Greeks, such as Pythagoras, sought physical/mathematical 
explanations for many aspects of music. The Greeks did not 
have a name (e.g., psychoacoustics) for their studies, but 
they were engaged in psychoacoustics just as much as Fech-
ner and others before and after him. 

I divide the history of psychoacoustics into several peri-
ods: Psychoacoustics Before the 19th Century, the Realm 
of Helmholtz, Bell Laboratories, the Theory of Signal De-
tection, the Study of Complex Sound, and Auditory Scene 
Analysis (Yost, 2014; Table 1). I have relied on the classic 
perception history text by E. G. Boring (1942) and R. B. 
Lindsay’s article on the history of acoustics (1966). 

Psychoacoustics Before  
the 19th Century
As already mentioned, Pythagoras and fellow scholars were 
fascinated by music. Greek musical instruments were sim-
ple-stringed (e.g., lyre), tubed (e.g., flute), and percussion 
(e.g., tympanum) instruments. Greek scholars tried to un-
derstand the physical/mathematical bases of musical scales, 
consonance, and dissonance produced by these instruments.

Aristotle (around 350 BC) was the first to suggest that sound 
is carried by air movement. But Leonardo De Vinci (around 
1500) was likely the first to realize that such movement was 
probably in the form of waves. Galileo Galilei, 100 years lat-
er, scraped a chisel across a brass plate, producing a screechy 
pitch. Galileo calculated that the spacing of the grooves 
caused by the chisel was related to the perceived pitch of 
the screech. However, it wasn’t until the 17th century that 
the relationship between vibratory frequency and pitch was 
confirmed. Robert Hooke (1635-1703) made a wheel with 
small teeth sticking out from the edge at equal intervals. As 
the wheel rotated on an axle and the teeth pressed on a card, 

a sound was produced when the card vibrated. The pitch of 
the sound rose as the wheel’s rotational speed increased. A 
century and a half later, Felix Savart (1791-1841) refined the 
wheel to study human hearing (Figure 2).3

By the 18th century, the 
main method for creat-
ing sound for the study of 
pitch was the tuning fork, 
invented by John Shore in 
1711. Shore (1662-1752) 
was an accomplished trum-
peter and lutenist, and he 
is reported to have said at 
the beginning of a con-
cert that he did not have a 

pitch “pipe,” a common means to tune instruments, but he 
did possess a pitch “fork.” Other forms of resonators, sirens, 
tubes, and strings were used to study sound until the use 
of electrical devices and the vacuum tube (invented about 
1910) came into existence. 

The early scholars had their humorous observations as well. 
For example, Leonardo Da Vinci wrote “an average human 
looks without seeing, listens without hearing, touches with-
out feeling, eats without tasting, moves without physical 
awareness, inhales without awareness of odor or fragrance, 
and talks without thinking.”

Realm of Helmholtz 
 (1800s-Early 1900s)
Hermann von Helmholtz was a commanding, if not the lead-
ing, scientist of the 19th century. His book (1863/1954) On 
the Sensations of Tone as a Physiological Basis for the Theory 
of Music was the major reference for hearing and musical 

Table 1: ASA Psychoacoustician Award Winners and Presidents 

Gold Medal Silver Medal Helmholtz-Rayleigh 
Interdisciplinary Silver ASA Presidents 

Harvey Fletcher 
Ira J. Hirsh 
David M. Green 
Brian C. J. Moore 

1957 
1992 
1994 
2014 

Lloyd A. Jeffress 
Eberhard Zwicker 
David M. Green 
Nathaniel I. 

Durlach 
Neal F. 

Viemeister 
Brian C. J. Moore 
H. Steven 

Colburn 
William A. Yost 

1977 
1987 
1990 

 
1994 

 
2001 
2002 

 
2004 
2006 

W. Dixon Ward 
Jens P. Blauert 
William M. 

Hartmann 

1991 
1999 

 
2001 

Harvey C. Fletcher 
J. C. R. Licklider 
Ira J. Hirsh 
Karl D. Kryter 
David M. Green 
W. Dixon Ward 
William M. 

Hartmann 
William A. Yost 
Judy R. Dubno 

1929 
1958 
1967 
1972 
1981 
1988 

 
2001 
2005 
2014 
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Figure 2. An illustration of a 
Savart wheel. An earlier ver-
sion was used by Hooke to study 
sound frequency and pitch.

3  Wave-Action in Nature. (1873).The Popular Science Monthly, 
Volume III, 7–8.
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perception for many de-
cades (Figure 3). With the 
publication of Fechner’s 
and Helmholtz’s books, the 
study of hearing turned 
from one of observations 
based on a scientist’s per-
ceptions to a more system-
atic collection of psychop 
physical data, often stated 
in terms of acoustical vari-
ables, in somewhat well-
controlled experiments. 

Many studies of hearing 
occurred in the 18th cen-
tury, and two areas of inter-
est, pitch and sound source 

localization, have had a lasting impact on psychoacoustics. 
Helmholtz was influenced by Georg Simon Ohm’s (1789-
1854) “acoustic law” that stated that the ear performs a lim-
ited Fourier analysis by determining the sinusoidal compo-
nents of complex sound. Ohm is perhaps better known for 
his work on electricity and for whom the unit of resistance 
is named. Fourier (1768-1830), a French physicist/math-
ematician working earlier in the 19th century, established a 
theorem regarding complex fluctuations of heat over time. 
Fourier’s theorem can be applied to sound pressure varying 
as a function of time. Helmholtz used Fourier’s theorems 
to describe a resonance theory of frequency analysis per-
formed by the inner ear as the basis of pitch and argued that 
the resonance place with the greatest magnitude would be 
a determining factor in pitch perception. Because his inner 
ear resonators were more sharply tuned at low frequencies, 
low frequencies were likely to be a dominant factor in pitch 
perception. 

In 1844, August Seebeck 
(1805-1849) constructed 
a siren (Figure 4) through 
which air passed as the siren 
rotated (see Turner, 1977). 
The siren produced a pitch 
based on a series of har-
monic tones, each an inte-
ger multiple of a fundamen-
tal tone the frequency of 
which was the value of the 

perceived pitch. However, Seebeck’s siren was constructed 
so that the fundamental frequency was not physically pres-
ent, only the harmonics. The pitch of this “missing funda-
mental” sound appeared to be the same as when the funda-
mental was present. This implied that the fundamental of a 
harmonic sound does not have to be physically present for 
the pitch to be perceived as that of the fundamental. This 
was at odds with Ohm’s acoustic law as interpreted by Helm-
holtz. Helmholtz cited several reasons why Seebeck’s missing 
fundamental pitch was an “artifact,” and it was many years 
before the missing fundamental stimulus was cited as a se-
rious challenge to Helmholtz’s spectral/resonance theory of 
pitch perception. Decades later, Schouten (1940) formulated 
his “residue theory,” which suggested that the missing fun-
damental pitch was based on the temporal amplitude enve-
lope of the missing fundamental stimulus that would exist in 
a high-frequency region after the sound was transformed by 
inner ear filtering processes. Helmholtz’s spectral approach 
to explaining pitch perception and Schouten’s temporal ap-
proach characterize today’s debate as to the probable audito-
ry mechanisms accounting for pitch perception (Yost, 2009).

Perceptual scientists in the 19th century observed that the 
source of a sound could be spatially located based entirely 
on sound despite the fact that sound has no spatial proper-
ties. So how could sound provide information about spatial 
location? Lord Rayleigh (James William Strutt, 3rd Baron 
Rayleigh, 1842-1919, Nobel Prize in Physics 1904) and oth-
ers reasoned and observed that a sound presented to one 
side of the head would be more intense at the ear nearest the 
sound than at the far ear, especially because the head would 
block the sound from reaching the far ear (the head forms 
an acoustic shadow). This would produce an interaural level 
difference (in the horizontal or azimuth plane), which would 
increase as a sound source was moved from in front toward 
one ear or the other. Thus, Rayleigh (1876) proposed his 
“binaural ratio” explanation for sound source localization.

Rayleigh was aware that others (e.g., Silvanus Thompson, 
1878) used tuning forks delivering sounds of different fre-
quencies to each ear to suggest that the interaural phase 
might also provide a cue for sound source localization. 
When one calculates the interaural time difference (ITD) as-
sociated with the perceptible interaural phase difference, the 
ITD is often less than one millisecond. Rayleigh and others 
felt that a difference this small could not be detected by the 
auditory system and, besides, Helmholtz had shown that the 
“ear was phase insensitive.” Thus, interaural phase (time) 

HIstory of Psychoacoustics

Figure 3. Hermann von Helm-
holtz (1821-1894) and his book 
On the Sensation of Tones.

Figure 4. Seebeck’s siren. 

Yost, 2015 
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The Digital Computer 
as a Musical Instrument 

A computer can be programmed to play "instrumental" 
music, to aid the composer, or to compose unaided. 

M. V. Mathews 

With the aid of suitable output equip- 
ment, the numbers which a modern dig- 
ital computer generates can be directly 
converted to sound waves. The process 
is completely general, and any perceiv- 
able sound can be so produced. This 
potentiality of the computer has been 
of considerable use at the Bell Tele- 
phone Laboratories in generating stim- 
uli for experiments in the field of 
hearing, and for generating speech 
sounds and connected speech in inves- 
tigations of the factors which contribute 
to the intelligibility and naturalness of 
speech. 

The quality of sound is of great im- 
portance in two fields-that of speech 
and communication and that of music. 
Our studies at the Bell Laboratories in 
the first of these fields have led us, 
over the past few years, to related 
studies in the production of musical 
sounds and their organization into mu- 
sical compositions. I believe that this 
by-product of our work on speech and 
hearing may be of considerable value 
in the world of music, and that further 
work in this direction will be of sub- 
stantial value in furthering our under- 
standing of psychoacoustics. 

There are no theoretical limitations 
to the performance of the computer as 
a source of musical sounds, in contrast 
to the performance of ordinary instru- 
ments. At present, the range of com- 
puter music is limited principally by 
cost and by our knowledge of psycho- 
acoustics. These limits are rapidly re- 
ceding. 

In addition to generating sound, the 
computer can also function as a ma- 

chine for composing music. It can eith- 
er compose pieces based entirely on 
random numbers generated by itself or 
it can cooperate with a human com- 
poser. It can play its own compositions. 

Here I first describe the process for 
converting numbers to sounds, then I 
describe a program for playing music. 
Next I consider a psychoacoustic prob- 
lem which is typical of those posed in 
attempts to make more interesting 
sounds. Finally, I look to the future, 
to the time when the computer is itself 
the composer. 

Sound from Numbers 

How can the numbers with which a 
computer deals be converted into 
sounds the ear can hear? The most 
general conversion is based upon the 
use of the numbers as samples of the 
sound pressure wave. A schematic dia- 
gram of this process is shown in Fig. 1. 
Here a sequence of numbers from the 
computer is put into an analog-to-dig- 
ital converter, which generates a se-' 
quence of electric pulses whose am- 
plitudes are proportional to the num- 
bers. These pulses are smoothed with a 
filter and then converted to a sound 
wave by means of an ordinary loud- 
speaker. Intuitively, we feel that if a 
high enough pulse rate is used and the 
amplitudes of the pulses are generated 
with sufficient precision, then any sound 
wave can be closely approximated by 
this process. Mathematically, it has 
been established (1) that this conclu- 
sion is correct. A sound wave with fre- 
quencies from 0 to B cycles per second 
can be generated from a sequence of 
two B pulses per second. Thus, for 

example, by running our computer at 
a rate of 30,000 numbers per second, 
we can generate sound waves with fre- 
quencies from 0 to 15,000 cycles per 
second. Waves in this frequency range 
are about the only ones the human ear 
can perceive. 

The signal-to-quantizing-noise ratio 
of the sound wave depends on the ac- 
curacy with which the amplitudes of 
the pulses are represented. Computers 
deal with a finite number of digits and, 
hence, have limited accuracy. However, 
the computer limits are more than suf- 
ficient acoustically. For example, am- 
plitudes represented by four-digit deci- 
mal numbers, are accurate to within 1 
part in 10,000, an accuracy which rep- 
resents a signal-to-noise ratio of 80 
decibels; this is less noise than the ear 
can hear, and less noise than would be 
introduced by any audio equipment, 
such as the best tape recorder. 

The sampling process just described 
is theoretically unrestricted, but the gen- 
eration of sound signals requires very 
high sampling rates. The question 
should immediately be asked, "Are 
computers of the type now available 
capable of generating numbers at these 
rates?" The answer is "Yes," with 
some qualifications. A high-speed ma- 
chine such as the I.B.M. 7090, using 
the programs described later in this 
article, can compute only about 5000 
numbers per second When generating a 
reasonably complex sound. However, 
the numbers can be temporarily stored 
on one of the computer's digital mag- 
netic tapes, and this tape can subse- 
quently be replayed at rates up to 
30,000 numbers per second (each 
number being a 12-bit binary number). 
Thus, the computer is capable of gen- 
erating wideband musical sounds. Be- 
cause of the cost of computer time, 
we often limit our studies to those for 
which the computer is run at lower 
rates, such as 10,000 numbers per sec- 
ond-a rate which yields a bandwidth 
of 5000 cycles per second. 

The direct conversion of numbers to 
sound is only one of the ways in which 
the computer can generate sounds. An 
alternate procedure is to use the num- 
bers from the computer to control elec- 
tronic apparatus such as oscillators and 
filters, which, in turn, generate the 
sounds. These processes have been car- 
ried out by the Radio Corporation of 
America music synthesizer (2) and by 
a machine constructed at the Univer- 
sity of Illinois (3). This procedure has 
the advantage that a much lower rate 
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wave by means of an ordinary loud- 
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30,000 numbers per second (each 
number being a 12-bit binary number). 
Thus, the computer is capable of gen- 
erating wideband musical sounds. Be- 
cause of the cost of computer time, 
we often limit our studies to those for 
which the computer is run at lower 
rates, such as 10,000 numbers per sec- 
ond-a rate which yields a bandwidth 
of 5000 cycles per second. 

The direct conversion of numbers to 
sound is only one of the ways in which 
the computer can generate sounds. An 
alternate procedure is to use the num- 
bers from the computer to control elec- 
tronic apparatus such as oscillators and 
filters, which, in turn, generate the 
sounds. These processes have been car- 
ried out by the Radio Corporation of 
America music synthesizer (2) and by 
a machine constructed at the Univer- 
sity of Illinois (3). This procedure has 
the advantage that a much lower rate 
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The Digital Computer 
as a Musical Instrument 

A computer can be programmed to play "instrumental" 
music, to aid the composer, or to compose unaided. 

M. V. Mathews 

With the aid of suitable output equip- 
ment, the numbers which a modern dig- 
ital computer generates can be directly 
converted to sound waves. The process 
is completely general, and any perceiv- 
able sound can be so produced. This 
potentiality of the computer has been 
of considerable use at the Bell Tele- 
phone Laboratories in generating stim- 
uli for experiments in the field of 
hearing, and for generating speech 
sounds and connected speech in inves- 
tigations of the factors which contribute 
to the intelligibility and naturalness of 
speech. 

The quality of sound is of great im- 
portance in two fields-that of speech 
and communication and that of music. 
Our studies at the Bell Laboratories in 
the first of these fields have led us, 
over the past few years, to related 
studies in the production of musical 
sounds and their organization into mu- 
sical compositions. I believe that this 
by-product of our work on speech and 
hearing may be of considerable value 
in the world of music, and that further 
work in this direction will be of sub- 
stantial value in furthering our under- 
standing of psychoacoustics. 

There are no theoretical limitations 
to the performance of the computer as 
a source of musical sounds, in contrast 
to the performance of ordinary instru- 
ments. At present, the range of com- 
puter music is limited principally by 
cost and by our knowledge of psycho- 
acoustics. These limits are rapidly re- 
ceding. 

In addition to generating sound, the 
computer can also function as a ma- 

chine for composing music. It can eith- 
er compose pieces based entirely on 
random numbers generated by itself or 
it can cooperate with a human com- 
poser. It can play its own compositions. 

Here I first describe the process for 
converting numbers to sounds, then I 
describe a program for playing music. 
Next I consider a psychoacoustic prob- 
lem which is typical of those posed in 
attempts to make more interesting 
sounds. Finally, I look to the future, 
to the time when the computer is itself 
the composer. 

Sound from Numbers 

How can the numbers with which a 
computer deals be converted into 
sounds the ear can hear? The most 
general conversion is based upon the 
use of the numbers as samples of the 
sound pressure wave. A schematic dia- 
gram of this process is shown in Fig. 1. 
Here a sequence of numbers from the 
computer is put into an analog-to-dig- 
ital converter, which generates a se-' 
quence of electric pulses whose am- 
plitudes are proportional to the num- 
bers. These pulses are smoothed with a 
filter and then converted to a sound 
wave by means of an ordinary loud- 
speaker. Intuitively, we feel that if a 
high enough pulse rate is used and the 
amplitudes of the pulses are generated 
with sufficient precision, then any sound 
wave can be closely approximated by 
this process. Mathematically, it has 
been established (1) that this conclu- 
sion is correct. A sound wave with fre- 
quencies from 0 to B cycles per second 
can be generated from a sequence of 
two B pulses per second. Thus, for 

example, by running our computer at 
a rate of 30,000 numbers per second, 
we can generate sound waves with fre- 
quencies from 0 to 15,000 cycles per 
second. Waves in this frequency range 
are about the only ones the human ear 
can perceive. 

The signal-to-quantizing-noise ratio 
of the sound wave depends on the ac- 
curacy with which the amplitudes of 
the pulses are represented. Computers 
deal with a finite number of digits and, 
hence, have limited accuracy. However, 
the computer limits are more than suf- 
ficient acoustically. For example, am- 
plitudes represented by four-digit deci- 
mal numbers, are accurate to within 1 
part in 10,000, an accuracy which rep- 
resents a signal-to-noise ratio of 80 
decibels; this is less noise than the ear 
can hear, and less noise than would be 
introduced by any audio equipment, 
such as the best tape recorder. 

The sampling process just described 
is theoretically unrestricted, but the gen- 
eration of sound signals requires very 
high sampling rates. The question 
should immediately be asked, "Are 
computers of the type now available 
capable of generating numbers at these 
rates?" The answer is "Yes," with 
some qualifications. A high-speed ma- 
chine such as the I.B.M. 7090, using 
the programs described later in this 
article, can compute only about 5000 
numbers per second When generating a 
reasonably complex sound. However, 
the numbers can be temporarily stored 
on one of the computer's digital mag- 
netic tapes, and this tape can subse- 
quently be replayed at rates up to 
30,000 numbers per second (each 
number being a 12-bit binary number). 
Thus, the computer is capable of gen- 
erating wideband musical sounds. Be- 
cause of the cost of computer time, 
we often limit our studies to those for 
which the computer is run at lower 
rates, such as 10,000 numbers per sec- 
ond-a rate which yields a bandwidth 
of 5000 cycles per second. 

The direct conversion of numbers to 
sound is only one of the ways in which 
the computer can generate sounds. An 
alternate procedure is to use the num- 
bers from the computer to control elec- 
tronic apparatus such as oscillators and 
filters, which, in turn, generate the 
sounds. These processes have been car- 
ried out by the Radio Corporation of 
America music synthesizer (2) and by 
a machine constructed at the Univer- 
sity of Illinois (3). This procedure has 
the advantage that a much lower rate 
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Digression… 

II.1 Caractéristiques élémentaires 



II.1 Champ audible 

•  Plage d’existence: échelle dB SPL 



II.1 Champ audible 

•  Son pur à différentes fréquences: pressure vs field 

Killion, 1978; Shaw, 1974; reprinted in Moore, 2013 



II.1 Champ audible 

Demo [ASA 17]: 
Sons purs à 125, 250, 500, 1000, 2000, 4000 et 8000Hz 
Présentés avec une intensité décroissante, par pas de 5dB 
Compter combien de pas sont entendus pour chaque fréquence  



II.1 Champ audible 

Audiogramme 

•  Echelle clinique: dB HL (Hearing Level) 

•  Presbyacousie 



II.1 Champ audible 

Audiogramme 

•  Lien entre seuils et activité dans le nerf auditif 

servation that the cochleae of many mammalian species appear to
divide naturally into two parts: a high-frequency region of appar-
ently basal-like behavior (CF >CFajb) and a low-frequency region
of more apical-like behavior (CF<CFajb). The approximate value
of CFajb can be estimated from the location of the bend in the
NSFOAE curve (Fig. 2). Previouswork has shown that tuning ratios r
(CF/CFajb) in cats, guinea pigs, and chinchillas can be well ap-
proximated by a single common curve (17). The procedure applied
here assumes that this approximate species-invariance of r extends
tomacaques, and we therefore use the average of the tuning ratios
reported for cats, guinea pigs, and chinchillas (17). The parameter
CFajb for macaques was taken as 1.7 kHz, intermediate between
the transitionCFspreviously estimated for cats (in the range of 3–4
kHz) and humans (in the range of 1–1.5 kHz). Our estimate of
CFajb is not critical; varying its value by half an octave in either
direction has relatively minor effects on the results.
Fig. 4 shows the estimated values of QERB (dashed black line)

computed fromEq. 1 using theNSFOAEmeasurements from Fig. 2.
The agreement with the direct neural measurements of QERB is
excellent. The otoacoustic method reproduces both the overall
sharpness and frequency dependence of cochlear tuning, providing
reliable values of the QERB trend over the full range for which
predicted values can be compared with the neural recordings.

Discussion
By themselves, the neural data demonstrate that at CFs greater
than about 500 Hz, the two species of macaques examined here
have significantly sharper cochlear tuning than the laboratory
animals for which frequency tuning has been most extensively
studied (cats, guinea pigs, and chinchillas). The data provide
an important counterexample to the common notion that the
sharpness of cochlear tuning is essentially the same in all mam-
malian species, including humans (15). In particular, the neural
data indicate that at CFs above 4–5 kHz, cochlear tuning in Old-
World monkeys can be just as sharp as previously derived for
humans (16, 25). With the proper comparison, the human
otoacoustic estimates are neither prohibitively sharp nor excep-
tional. Evidently, the inner ears of macaques and humans differ
from those of common laboratory animals in their most funda-
mental capacity as a frequency analyzer.
When combined with recent reports of sharp frequency tuning

in the auditory cortex of marmosets, macaques, and humans (33–
35), our results support the conjecture that fine auditory frequency
resolution, like high visual acuity (36, 37), may be characteristic of
primatesmore generally.However, far too fewmammalian species
have been studied by either behavioral, otoacoustic, or physio-
logical methods to allow broad conclusions regarding relative
tuning bandwidths in primates. Even restricting the discussion to
our closest primate relatives, there remain several hundred extant
simian species. These species range over three orders of magni-
tude in bodymass and live out their lives in a vast array of habitats.
Although phylogenetic constraints must play a role in determining
the sharpness of cochlear tuning, so must the acoustical environ-
ments and vocal behaviors of individual species in the lineage.
Both species-specific adaptations to a diversity of signal-process-
ing requirements and cochlear structural parameters that pre-
sumably vary among primates can have significant effects on
peripheral frequency tuning. A simple example of such a parame-
ter is the space constant of the cochlear tonotopic map and its
correlation with the length of the basilar membrane (17).
Although the narrow tuning bandwidths recently reported in

single neurons of the human auditory cortex (33) are, in fact,
similar to the otoacoustic and behavioral values previously de-
rived (16, 25) for the human auditory nerve (Fig. 4), it remains
unclear to what extent sharp frequency tuning at higher ana-
tomical levels reflects cochlear mechanisms, even for the few
mammalian species for which data are available. In New-World
monkeys, sharp tuning (relative to cats) is present at cortical and
thalamic levels (34) but not at the periphery (15, 38, 39). In
macaques and humans, there is now evidence for sharp fre-
quency tuning at both cortical (33, 35) and cochlear levels (this
report and ref. 16). Quite independent of the phylogenetic issue,
our studies allow the parsimonious statement that human audi-
tory behavior should be modeled with sharper cochlear filters
than suggested by work on the cat, guinea pig, and chinchilla.
Our study was motivated, in part, by the earlier suggestion that

cochlear tuning inmacaquesmight be substantially sharper than in
cats and guinea pigs (16), a suggestion based on SFOAE meas-
urements in rhesusmacaques near 2 kHz (40). At CFs above about
500 Hz, the neural data verify that macaques do indeed have
sharper cochlear tuning, as suggested; at lower frequencies, how-
ever, their tuning appears comparable to that of other laboratory
animals. This combination of results was unexpected because it
implies that the variation of the sharpness of tuning across CFs is
greater in macaques than that so far encountered in other mam-
mals. Put another way, the mean slope on log-log axes of the
function QERB vs. CF is larger in macaques than in cats, guinea
pigs, chinchillas, and humans (Fig. 4), species in which the slopes
are all similar (20). As shown in Fig. 2, steeper slopes in macaques
are characteristic not only of the neuralmeasurements ofQERB but
of the otoacoustic measurements of NSFOAE. Although their un-
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Fig. 4. Sharpness of tuning in macaques and other species. Gray dots and
trend (black linewithflankingdotsdelimiting95%confidence intervals for the
trend) show macaque QERB values derived from auditory-nerve tuning curves
with qualifying thresholds (n= 385). The blue line shows the neural trend in
cats (ensemble data from the University of Leuven laboratory and those of M.
C. LibermanandB.Delgutte); confidence intervals for the cat trend (not shown
for clarity) are smaller than those for themonkey. The reddashed linegives the
humantrendpreviouslyderived fromSFOAEdelay (16, 17); the red squaresand
SEs show revised behavioral values (25). The black dashed line gives the ma-
caque QERB trend obtained from Eq. 1 using the values of NSFOAE in Fig. 2.

10.1 2 3 5

Frequency (kHz)
0.2 0.5 10 20 30 507

0

10

20

Th
re

sh
ol

d 
(d

B 
SP

L)

30

40

50

60

70

Fig. 3. Example auditory-nerve tuning curves in macaques. The nine tuning
curves shown were selected for completeness over a wide range of sound-
pressure levels, for sensitivity near the lower limit of the population, and for
approximately geometric CF spacing. For clarity, tuning curves are shown by al-
ternating solid and dashed lines. Gray symbols indicate thresholds at CF forfibers
with high (+) or low (▿) spontaneous rates (above or below 18 spikes per second,
respectively) for all 496 recorded fibers. The dashed line shows the smoothed
lower envelope of the neural threshold data. Behavioral thresholds from four
studies (32) are shown in orange (M. mulatta) and blue (M. fascicularis).
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II.2 Masquage simultané 

f 

A 



II.2 Masquage simultané 

Demo [ASA 22]: Un masqueur est présenté avec un signal 
d ’amplitude décroissante (plusieurs répétitions pour chaque 
amplitude) 
Compter combien de pas sont entendus pour le signal 
A) Masqueur = 1200Hz, Signal = 2000Hz 
B) Masqueur = 2000Hz, Signal = 1200Hz 



II.2 Masquage simultané 

La bande critique 

f 

A 



II.2 Masquage simultané 

Demo [ASA 2-6] 
Le signal est un son pur à 2000Hz 
A) signal seul 
B) masqué par un bruit large bande 
C) masqué par une bande de bruit de largeur 1000Hz 
D) largeur 250Hz 
E) largeur 10Hz 
 

La bande critique 



II.2 Masquage simultané 

Harvey Fletcher, Speech and Hearing (1922) 



II.2 Masquage simultané 

La bande critique 



II.2 Masquage simultané 

La bande critique 

•  Filtres auditifs 



II.2 Masquage simultané 

La bande critique 

•  Filtres auditifs 

•  Lien avec masquage 



II.2 Masquage simultané 

f 

A 



II.2 Masquage simultané 



II.3 Masquage temporel 

Masquage pro-actif 

t 

A 

Moore & Glasberg, 1983 



II.3 Masquage temporel 

Demo [ASA 23-25] 
Le signal est un son pur. Compter blah blah… 
A) Signal seul 
B) Signal suivi (t=100ms, 20ms, 0ms) par un bruit 
C) Signal précédé par le bruit 



II.3 Masquage temporel 

Masquage pro-actif 

•  Existence d’un mécanisme de “compression” 



II.3 Masquage temporel 

Masquage pro-actif 

•  Existence d’un mécanisme de “compression” 



II.4 Résolution temporelle 

•  Intuitivement: séparer deux évènements dans le temps 

•  Paires de clicks: ~ 20 microsec 
•  … mais indices spectraux 

 



II.4 Résolution temporelle 

•  Détection de modulation d’amplitude 

m 

fm 

Viemeister, 1979 

Temporal Modulation Transfer Function 



II.4 Résolution temporelle 

•  Modèle de fenêtre d’intégration 

Plack & Moore, 1990 



II.5 Produits de distortion 



II.5 Produits de distortion 

•  Avec deux sons purs f1 et f2 

Quadratique Cubique 



II.5 Produits de distortion 

•  Mesure comportementale 

10 primaires  
Pressnitzer & Patterson, 2001 



II.5 Produits de distortion 

Demo [ASA 68] 
Deux sons purs sont présentés à 1000 et 1200Hz 
On rajoute un son pur à 804Hz 
Nb: 2f1-f2 = 800Hz…. 



Frequency in Hz  

   f1    f2 
2f1-f2 

primary tone f1 

primary chirp f2 
f1 and f2 

2000 2800 1200 

II.5 Produits de distortion 

Demo from Stefan Uppenkamp 



Frequency in Hz  

   f1    f2 
2f1-f2 

primary tone f1 

primary chirp f2 
f1 and f2 

2000 2800 1200 

II.5 Produits de distortion 



II.6 Modèles 

f 

A 

A 

A 

Pré-emphase Banc de filtre Compression 

f 

A 

Passe-bas 

Oreille ext/moy Membrane basilaire Mécanisme actif Res. temp. 



II.6 Modèles 

Fine structure 

E
xcitation pattern 

Envelope 



I.1 Acoustique 

Représentations 



II.6 Modèles 



II.7 Applications 

Codage audio: MP3 

mono@48kHz 



II.7 Applications 

Codage audio: MP3 

CD stereo: 44.1*16*2 = 1410 kbps 

Compression MP3 (Lame, www.mp3dev.org) 
256 kbps 
128 kbps 
  64 kbps 
  32 kbps 

Comparaison:   fs = 8kHz (256 kbps) 
   fs = 4kHz (128 kbps) 
   8 bits (512 kbps) 

Bruit résiduel 



II.7 Applications 

Oto-émissions 

•  Mesure acoustique du mécanisme actif 

Kemp, 1977 



II.7 Applications 

Oto-émissions 

•  Mesure acoustique du mécanisme actif 



II.7 Applications 

Oto-émissions 

•  Mesure acoustique du mécanisme actif 

•  Corrélation avec pertes auditives 



II.7 Applications 

Mesure (indirecte) de sélectivité 

•  Lien entre délai de l’OAE et sélectivité 

•  Sélectivité exceptionnelle chez l’humain ? 

servation that the cochleae of many mammalian species appear to
divide naturally into two parts: a high-frequency region of appar-
ently basal-like behavior (CF >CFajb) and a low-frequency region
of more apical-like behavior (CF<CFajb). The approximate value
of CFajb can be estimated from the location of the bend in the
NSFOAE curve (Fig. 2). Previouswork has shown that tuning ratios r
(CF/CFajb) in cats, guinea pigs, and chinchillas can be well ap-
proximated by a single common curve (17). The procedure applied
here assumes that this approximate species-invariance of r extends
tomacaques, and we therefore use the average of the tuning ratios
reported for cats, guinea pigs, and chinchillas (17). The parameter
CFajb for macaques was taken as 1.7 kHz, intermediate between
the transitionCFspreviously estimated for cats (in the range of 3–4
kHz) and humans (in the range of 1–1.5 kHz). Our estimate of
CFajb is not critical; varying its value by half an octave in either
direction has relatively minor effects on the results.
Fig. 4 shows the estimated values of QERB (dashed black line)

computed fromEq. 1 using theNSFOAEmeasurements from Fig. 2.
The agreement with the direct neural measurements of QERB is
excellent. The otoacoustic method reproduces both the overall
sharpness and frequency dependence of cochlear tuning, providing
reliable values of the QERB trend over the full range for which
predicted values can be compared with the neural recordings.

Discussion
By themselves, the neural data demonstrate that at CFs greater
than about 500 Hz, the two species of macaques examined here
have significantly sharper cochlear tuning than the laboratory
animals for which frequency tuning has been most extensively
studied (cats, guinea pigs, and chinchillas). The data provide
an important counterexample to the common notion that the
sharpness of cochlear tuning is essentially the same in all mam-
malian species, including humans (15). In particular, the neural
data indicate that at CFs above 4–5 kHz, cochlear tuning in Old-
World monkeys can be just as sharp as previously derived for
humans (16, 25). With the proper comparison, the human
otoacoustic estimates are neither prohibitively sharp nor excep-
tional. Evidently, the inner ears of macaques and humans differ
from those of common laboratory animals in their most funda-
mental capacity as a frequency analyzer.
When combined with recent reports of sharp frequency tuning

in the auditory cortex of marmosets, macaques, and humans (33–
35), our results support the conjecture that fine auditory frequency
resolution, like high visual acuity (36, 37), may be characteristic of
primatesmore generally.However, far too fewmammalian species
have been studied by either behavioral, otoacoustic, or physio-
logical methods to allow broad conclusions regarding relative
tuning bandwidths in primates. Even restricting the discussion to
our closest primate relatives, there remain several hundred extant
simian species. These species range over three orders of magni-
tude in bodymass and live out their lives in a vast array of habitats.
Although phylogenetic constraints must play a role in determining
the sharpness of cochlear tuning, so must the acoustical environ-
ments and vocal behaviors of individual species in the lineage.
Both species-specific adaptations to a diversity of signal-process-
ing requirements and cochlear structural parameters that pre-
sumably vary among primates can have significant effects on
peripheral frequency tuning. A simple example of such a parame-
ter is the space constant of the cochlear tonotopic map and its
correlation with the length of the basilar membrane (17).
Although the narrow tuning bandwidths recently reported in

single neurons of the human auditory cortex (33) are, in fact,
similar to the otoacoustic and behavioral values previously de-
rived (16, 25) for the human auditory nerve (Fig. 4), it remains
unclear to what extent sharp frequency tuning at higher ana-
tomical levels reflects cochlear mechanisms, even for the few
mammalian species for which data are available. In New-World
monkeys, sharp tuning (relative to cats) is present at cortical and
thalamic levels (34) but not at the periphery (15, 38, 39). In
macaques and humans, there is now evidence for sharp fre-
quency tuning at both cortical (33, 35) and cochlear levels (this
report and ref. 16). Quite independent of the phylogenetic issue,
our studies allow the parsimonious statement that human audi-
tory behavior should be modeled with sharper cochlear filters
than suggested by work on the cat, guinea pig, and chinchilla.
Our study was motivated, in part, by the earlier suggestion that

cochlear tuning inmacaquesmight be substantially sharper than in
cats and guinea pigs (16), a suggestion based on SFOAE meas-
urements in rhesusmacaques near 2 kHz (40). At CFs above about
500 Hz, the neural data verify that macaques do indeed have
sharper cochlear tuning, as suggested; at lower frequencies, how-
ever, their tuning appears comparable to that of other laboratory
animals. This combination of results was unexpected because it
implies that the variation of the sharpness of tuning across CFs is
greater in macaques than that so far encountered in other mam-
mals. Put another way, the mean slope on log-log axes of the
function QERB vs. CF is larger in macaques than in cats, guinea
pigs, chinchillas, and humans (Fig. 4), species in which the slopes
are all similar (20). As shown in Fig. 2, steeper slopes in macaques
are characteristic not only of the neuralmeasurements ofQERB but
of the otoacoustic measurements of NSFOAE. Although their un-
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Fig. 4. Sharpness of tuning in macaques and other species. Gray dots and
trend (black linewithflankingdotsdelimiting95%confidence intervals for the
trend) show macaque QERB values derived from auditory-nerve tuning curves
with qualifying thresholds (n= 385). The blue line shows the neural trend in
cats (ensemble data from the University of Leuven laboratory and those of M.
C. LibermanandB.Delgutte); confidence intervals for the cat trend (not shown
for clarity) are smaller than those for themonkey. The reddashed linegives the
humantrendpreviouslyderived fromSFOAEdelay (16, 17); the red squaresand
SEs show revised behavioral values (25). The black dashed line gives the ma-
caque QERB trend obtained from Eq. 1 using the values of NSFOAE in Fig. 2.
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Fig. 3. Example auditory-nerve tuning curves in macaques. The nine tuning
curves shown were selected for completeness over a wide range of sound-
pressure levels, for sensitivity near the lower limit of the population, and for
approximately geometric CF spacing. For clarity, tuning curves are shown by al-
ternating solid and dashed lines. Gray symbols indicate thresholds at CF forfibers
with high (+) or low (▿) spontaneous rates (above or below 18 spikes per second,
respectively) for all 496 recorded fibers. The dashed line shows the smoothed
lower envelope of the neural threshold data. Behavioral thresholds from four
studies (32) are shown in orange (M. mulatta) and blue (M. fascicularis).
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Oreille avec SOAE Coupleur 

II.7 Applications 

Oto-émissions spontanées 



II.7 Applications 

Implants cochléaires 



II.7 Applications 

Implants cochléaires 



II.7 Applications 

Implants cochléaires 

Simulations de l'algorithme de traitement 
 
 
 
Bandes      1      2      3      4      6      8 



II.7 Applications 

Implants cochléaires 

Amélioration des IC
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II.7 Applications 

Indices multiples pour la parole 

Shannon et al., 1995 

•  Enveloppe 



II.7 Applications 

Indices multiples pour la parole 

Lorenzi et al., 2006; Smith et al., 2002  

•  Structure temporelle fine 



II.7 Applications 

Indices multiples pour la parole 

Remez et al., 1981 

•  Fréquence des formants 


