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Introduction 

“A tumbled entanglement of the most different kinds of motion, 
complicated beyond conception”. H. Helmholtz (1877) 

•  Auditory perception and memory are deeply intertwined 

•  Illusions are a unique window on these links 

•  Musicians knew all this all along... 

Perception 



Perception and Memory 

•  Prelude: “Laurel” and “Yanny” 

•  Auditory memory acquisition 

•  Prior knowledge and auditory scene analysis 

•  Prior context and basic auditory features 



Perception and Memory 

•  Prelude: “Laurel” and “Yanny” 

•  Auditory memory acquisition 

•  Prior knowledge and auditory scene analysis 

•  Prior context and basic auditory features 



Laurel/Yanny 

Do you hear “Laurel” or “Yanny” ? 



Laurel/Yanny 
 



Laurel/Yanny 

•  “Laurel” in low frequencies, “Yanny” in high frequencies 

•  Online experiment, “Do you hear Laurel or Yanny?” 

•  How confident are you? 



Laurel/Yanny 

Pressnitzer, Graves, Chambers, de Gardelle, & Egré, Current Biology, 2018 



Laurel/Yanny 

•  The same sound may produce very strong individual percepts 

•  Correlations with gender, musicianship, English/French…  

•  A possible interpretation: interaction between acoustics and 
auditory experience, i.e. “memory” 

 

   



Perception and Memory 

•  Prelude: “Laurel” and “Yanny” 

•  Auditory memory acquisition 

•  Prior knowledge and auditory scene analysis 

•  Prior context and basic auditory features 



Memory for noise 

•  Noise to observe the time-course of new auditory memories 
 - never heard before 
 - meaningless 
 - unpredictable 



Memory for noise 

Our task 

Trial 1 N (No) 

Trial 2 RN (Yes) 

Trial 5 N (No) 

Trial 7 N (No) 
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•  1s noise sample 

•  Repetition detection task 

•  RefRN identical throughout block 

 

-> Improvement for RefRN=learning  



Condition 

Se
ns

iti
vi

ty
 ( d

 ́  ) 

RN RefRN 
0.0 

0.5 

1.0 

1.5 

2.0 

Memory for noise 

Results 

•  Performance advantage for reference samples 
•  Due to an increase in sensitivity during the block 
•  Decrease for RN: criterion effect 
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Memory for noise 
 

 
•  Modest increase on average 
•  But inter-blocks variability 
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Memory for noise 
 

 
•  Modest increase on average 
•  But inter-blocks variability: no learning 
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Memory for noise 
 

 
•  Modest increase on average 
•  But inter-blocks variability: almost perfect learning 
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Good blocks 

Bad blocks 

 
•  Learning either absent, or perfect 
•  When it occurs, extremely fast and long-lasting 

Agus, Thorpe, & Pressnitzer, Neuron, 2010 
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Memory for noise 

Results 

•  Performance advantage for RefRN 
•  Due to a rapid improvement from chance to near perfect 
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Trial order within block 
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Long-term memories 

First visit Second visit (M = 17 days) 

•  Memories for noises retained over weeks 
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Agus, Thorpe, & Pressnitzer, Neuron, 2010 
Agus & Pressnitzer, J. Acoust. Soc. Am., 2013 

Kang, Agus, & Pressnitzer, J. Acoust. Soc. Am., 2017 



Neural correlates of memory 



Neural correlates of memory 

RN/RefRN N 

•  No obvious acoustic landmarks 

•  Noise exemplar becomes salient through learning 



Neural correlates of memory 

•  Event-related potentials after learning learning: ITPC (Figures 2A and 2B); EEG power (Figure 2C); and
ERPs (Figure 2D).
For the diffuse condition (Figure 2, left; see legend for statisti-

cal tests), we observed higher ITPC for RefRNs in a [0.5, 5] Hz
range. When averaging ITPC in this frequency range, only RefRN
showed an increase compared to the N baseline. Further aver-
aging ITPC over the whole stimulus duration (Figure 2B, inset)
confirmed that the effect was restricted to RefRN. Applying the
same analyses to power responses did not reveal any significant
difference across conditions. Finally, we estimated ERPs time
locked to stimuli onsets. We did not observe any difference

Figure 2. Electrophysiological Markers
Diffuse and compact conditions (experiment 1)

are presented on the left and right columns,

respectively.

(A) Time-frequency distribution of the increase

of inter-trial phase coherency (ITPC) for RefRN

compared to N trials (t values from uncorrected

paired t tests across 42 blocks). The transparency

mask shows clusters surviving a Monte-Carlo

permutation test (Monte-Carlo p value < 0.05).

Here and below results are averages for the ten

most-responsive auditory electrodes (Figure S3A).

(B) Average ITPC in the 0.5–5 Hz region of interest

for RefRN (orange), RN (blue), and N (gray). Hori-

zontal colored lines show significant clusters for

diffuse (RefRN versus N: [800, 1,400] ms; Monte-

Carlo p value < 0.005) and compact (RefRN versus

N: [800, 2,400] ms, Monte-Carlo p value < 0.0001;

RN versus N: [2,000, 2,700] ms, Monte-Carlo

p value < 0.0001) conditions. Insets show themean

ITPC further averaged over stimulus duration.

Stars indicate the significance level of paired

comparisons between conditions (paired t tests;

ns: p > 0.05; *p < 0.05; **p < 0.01; ***p < 0.005).

(C) Power response in the 0.5–5 Hz region of in-

terest, averaged across blocks. Insets show the

mean power further averaged over stimulus dura-

tion. No significant difference could be observed

between trial types.

(D) Evoked related potentials (ERPs) (top) and

difference waves (RefRN or RN minus N; bottom).

No statistical difference was observed between trial

types for the diffuse condition. For the compact

condition, averaging ERPs amplitude after repeated

snippets (inset) revealed larger negativities for

RefRN and RN compared to N (paired t tests; *p <

0.05). Difference waves also showed significant

clusters (Monte-Carlo p value < 0.05, with topogra-

phies of t values also plotted). Note that the first

cluster for the RefRN versus N comparisons start

right after the first target onset. Error bars on insets

and shaded areas around curves indicate SEM

computed across blocks.

across stimulus types. So far, results for
ITPC, power, and ERPs fully replicate
the MEG findings of [5].

For the compact condition (Figure 2,
right), the same analyses were performed.
Again, there was an increase in ITPC for
RefRN compared to N. Averaging ITPC

over the low-frequency range revealed a significant cluster for
RefRN compared to N and here also for RN compared to N. As
the noise snippets for RN were different from one trial to the
next, this shows that across-trial phase patterns cannot be spe-
cific to a noise snippet. The power analysis did not reveal any dif-
ference across stimulus types. Finally, and crucially, there were
clear modulations of the ERPs. Averaging ERPs amplitude after
each repetition revealed consistent negative potentials for RefRN
and RN (Figure 2D, inset). Remarkably, within the RefRN trials,
ERPs were observed for each presentation of the repeated snip-
pet, including the very first one (before any within-trial repetition).

Current Biology 25, 1–7, November 2, 2015 ª2015 Elsevier Ltd All rights reserved 3

Please cite this article in press as: Andrillon et al., Perceptual Learning of Acoustic Noise Generates Memory-Evoked Potentials, Current Biology (2015),
http://dx.doi.org/10.1016/j.cub.2015.09.027



Neural correlates of memory 

“Memory-evoked” potentials 

•  Early latency and topography suggest sensory origin 

•  Can be decoded in single trials 
Andrillon, Kouider, Agus, & Pressnitzer, Current Biology, 2015 

learning: ITPC (Figures 2A and 2B); EEG power (Figure 2C); and
ERPs (Figure 2D).
For the diffuse condition (Figure 2, left; see legend for statisti-

cal tests), we observed higher ITPC for RefRNs in a [0.5, 5] Hz
range. When averaging ITPC in this frequency range, only RefRN
showed an increase compared to the N baseline. Further aver-
aging ITPC over the whole stimulus duration (Figure 2B, inset)
confirmed that the effect was restricted to RefRN. Applying the
same analyses to power responses did not reveal any significant
difference across conditions. Finally, we estimated ERPs time
locked to stimuli onsets. We did not observe any difference
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(C) Power response in the 0.5–5 Hz region of in-

terest, averaged across blocks. Insets show the

mean power further averaged over stimulus dura-

tion. No significant difference could be observed

between trial types.

(D) Evoked related potentials (ERPs) (top) and

difference waves (RefRN or RN minus N; bottom).

No statistical difference was observed between trial

types for the diffuse condition. For the compact

condition, averaging ERPs amplitude after repeated

snippets (inset) revealed larger negativities for

RefRN and RN compared to N (paired t tests; *p <

0.05). Difference waves also showed significant
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phies of t values also plotted). Note that the first

cluster for the RefRN versus N comparisons start

right after the first target onset. Error bars on insets

and shaded areas around curves indicate SEM

computed across blocks.

across stimulus types. So far, results for
ITPC, power, and ERPs fully replicate
the MEG findings of [5].

For the compact condition (Figure 2,
right), the same analyses were performed.
Again, there was an increase in ITPC for
RefRN compared to N. Averaging ITPC

over the low-frequency range revealed a significant cluster for
RefRN compared to N and here also for RN compared to N. As
the noise snippets for RN were different from one trial to the
next, this shows that across-trial phase patterns cannot be spe-
cific to a noise snippet. The power analysis did not reveal any dif-
ference across stimulus types. Finally, and crucially, there were
clear modulations of the ERPs. Averaging ERPs amplitude after
each repetition revealed consistent negative potentials for RefRN
and RN (Figure 2D, inset). Remarkably, within the RefRN trials,
ERPs were observed for each presentation of the repeated snip-
pet, including the very first one (before any within-trial repetition).

Current Biology 25, 1–7, November 2, 2015 ª2015 Elsevier Ltd All rights reserved 3

Please cite this article in press as: Andrillon et al., Perceptual Learning of Acoustic Noise Generates Memory-Evoked Potentials, Current Biology (2015),
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Neural correlates of memory 

Diverted attention 

•  No task-directed attention needed 

Andrillon, Kouider, Agus, & Pressnitzer, Current Biology, 2015 

Supplemental  Figure  S2:  Evoked  potentials  with  diverted  attention  and  continuous 

stimulation (supplemental to Figure 2)

A: Stimuli and experimental design for the experiment with diverted attention. Here, RefRN and 

RN sequences (same structure as “compact” stimuli in the main experiment) were embedded at 

random times within a continuous running white noise, with no discontinuity in either amplitude or 

short-term  statistics.  Participants  were  not  informed  about  RefRN  nor  RN.  Rather,  they  were 

instructed to  detect  short bursts  of amplitude  modulation imposed on the running noise (AmN, 

modulation frequency: 40Hz, depth: 20%, duration: 0.5s). B: ERP time-courses (top) computed for 

each target position (1st to 5th) for RefRN and RN trials (n=101 blocks in 12 participants). Shaded 

areas around curves indicate standard errors of the mean (SEM) across blocks (n=101).  Colored 

lines indicate significant clusters when comparing RefRN (orange) and RN (blue) with baseline (0), 

or  RefRN  with  RN  (gray)  (Monte-Carlo  p-value<0.05,  cluster-permutation).  C: Topographical 

maps of the differences between RefRN (or RN) and baseline (0) were expressed as t-values (paired 

t-tests, 100ms windows centered around the negative peak of the ERP as computed above, the 

center of the window is detailed for each map). Non-significant t-values (p>0.05, uncorrected) were 

set to white.



Seeing auditory memory in pupil size 

•  Pupil size reflects neurotransmitter release, related to memory 

•  In the active task, memorized sounds induce different pupil sizes 
Kang & Pressnitzer 



Seeing auditory memory in pupil size 

•  Passive listening without a task? 

•  Sounds being implicitly memorized decoded from pupil size 
Kang, di Liberto & Pressnitzer 



Learn while you sleep! 



Sleep study 

 Andrillon, Pressnitzer, Léger, & Kouider, Nature Communications, 2017 

•  REM induces learning, NREM induces suppression 



Musical interlude 
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Varèse presents to the public « Pitch variations »,  
a piece synthesized in 1958 at Bell Laboratories by Newman Guttman •  The original use of noise to probe auditory memory was from a 

pioneer of computer music 

Letters to the Editor 

Effect of Sound Velocity on Reverberation Time 
GEORGE W'. $IOLES 
CBS Laboratories, Stamford, Connecticut 
(Received 13 August 1962) 

CCORDING to the geometrical concept of room acoustics, 
the reverberation time is inversely proportional to the 

sound velocity, i.e., 
T=4V lnlOø/c,S, (1) 

where V is the room volume, c is the velocity of sound, a is the 
average absorption coefficient, and S is the surface area. In a 
recent investigation, it was desired to increase the reverberation 
time of a small hard-walled enclosure at high frequencies by using 
a low-velocity gas (e.g., SF•), but contrary to expectations, no 
increase in reverberation time was observed. The explanation is 
that a is not a constant for a given nonporous surface, but depends 
on the characteristic impedance of the medium. This may be seen 
by expressing a in terms of the acoustic conductance ratio g•, 
where, for uniform distribution of sound, we have a=8g, and 
g=oc cosqO/IZl, with lzl the magnitude of the wall impedance 
and qO the phase angle. Substituting these relations into Eq. (1) 
and remembering that od=.rPo, we obtain 

r-- l Zl V lnlO6/2S.rPo cosqo, (2) 

which shows that T is dependent explicitly on • rather than the 
sound velocity. 

P.M. Morse and R. H. Bolt, Revs. Mod. Phys. 16, 82 (1944). 

Lower Limits of Auditory Periodicity Analysis 
NEWMAN GUTTMAN AND BELA JULESZ 
Bell Telephone Laboratories, Inc., ,•4urray Hill, New Jersey 
(Received 10 January 1963) 

Tests utilizing an iterated, uninterrupted section of random noise 
disclose that periodicity (iteration) is easily detectable to about 1 
cps and detectable with especial difficulty below 0.5 cps. Frequen- 
cies bounding regions of perception of pitch, motorboating, and 
whooshing are specified as 19, 4, and 1 cps, respectively. 

To test the question we listened to a signal several seconds long 
composed by iterating an identical section of wide-band random 
noise. The duration of the section was T sec, and the critical fre- 
quencies in question are given as T -• cps. Producing the signal 
on a high-speed digital computer insured precise and transientless 
juxtapositions of the noise sections. (It seems necessaryin this type 
of investigation to avoid stimuli with obvious waveform time 
markers such as pulses. Our tests used two types of noise, gaussian 
and a sequence of equiprobable O's and l's.) 

The results have led us to recognize four regions of low-fre- 
quency periodicity perception and to suggest their limiting 
frequencies. Above 19 cps, periodicity is heard as pitch. The 
remaining three regions are pitchless. Periodicity is heard as 
motorboating in the range 4-19 cps, and as whooshing in the range 
1-4 cps. Below ! cps, a listener hears the iterations only if he 
scrutinizes the stimulus with effort. It is difficult to set a lower 
limit to this mode of perception since a listener may extend his 
range by practice. He finds a frequency of 0.5 cps to be trying. 4 

It appears to us that the basis of pitchless periodicity preception 
must lie in the detection of short-term power-spectrum recurrence. 
Probably any part of the spectrum may contribute toward the 
perception since high- or low-pass filtering of the signal does not 
change the critical frequencies. 

In interpreting these results, we may group the four regions 
according to two different criteria. One criterion is effort. 5 Per- 
ceived effortlessly, pitch, motorboating, and whooshing under 
this criterion form a class whose lower limit is about ! cps. The 
second criterion categorizes by what might be called homogeneity 
of quality. When pitch or motorboating is heard, the stimulus is 
smooth or homogeneous within periods. The lower limit of this 
class is about 4 cps. In the two lower frequency regions, the rate 
is slow enough for intraperiod roughness to be heard. Irrespective 
of criterion, the lowest detectable periodicity for the kind of 
stimulus used in this experiment is at least as low as 0.5 cps. 

Frequency analysis requires memory. If we assume that each 
group is served by a common memory system, we conclude that 
the minimal extents of neural memory systems underlying homo- 
geneity of quality and effortlessness are 0.25 and !sec, respec- 
tively. The extent of "conscious" memory becomes at least 2 sec. 
Naturally, the extent of memory for a section containing familiar 
or easily learned cues is practically unlimited. 

REQUENCY analysis in the ear is evidently both mechanical 
and neural. Mechanical analysis, which roughly separates 

the spectral components of a signal along the basilar membrane, 
is limited to frequencies above 25-50 cps. • Neural analysis follows 
mechanical analysis and operates on acoustic-nerve firing fre- 
quency; its mode of operation is unknown. We may speculate 
that neural analysis is incapable of additional spectral decomposi- 
tion and is limited, for purposes of frequency determination, to 
detecting membrane waveform features such as periodicity? 

What is the lower limit of neural frequency analysis? According 
to Guttman and Pruzansky? 19 cps is the lowest periodicity im- 
parting pitch. Pitch perception and periodicity perception are not 
synonymous, however, and we must still locate the critical fre- 
quencies limiting periodicity perception. 

• G. yon B6k•sy, Experiments in Hearing (McGraw-Hill Book Company 
Inc., New York, 1960), p. 448. 

• The terms "frequency" and "periodicity" are somewhat interchange- 
able. We use the latter when it seems necessary to emphasize that the 
stimulus may not contain fundamental-frequency energy. 

a N. Guttman and S. Pruzansky, "Lower Limits of Pitch and Musical 
Pitch," J. Speech and Hearing Res. 5, 207-214 (1962). 

4 G. yon B•k•sy (reference 1, p. 258) reports that exceedingly high-level 
sinusolds at frequencies as low as 1 cps produce auditory sensations. Accord- 
ing to G. A. Brecher ["Die untere H6r- und Tongrenze," Pfltig. Arch. ges. 
Physiol. 234, 380-393 (1934)], and E.G. Wever and C. W. Bray [-"The 
Perception of Low Tones and the Resonance-Volley Theory," J. Physiol. 3, 
101-114 (1937)], at frequencies below approximately 18 cps, the sensations 
are noisy and lack tone. We interpret these observations to mean that low- 
frequency sinusolds through physiological distortion produce a recurring 
periodic noise which is effortlessly heard. If 1 cps appears to be the lower 
limit of "sinusoid" perception, it is because periodicity perception requiring 
conscious effort can be difficult. 

a For a discussion of the criterion of spontaneous perception, see B. Julesz, 
"Visual Pattern Discrimination," IRE PGIT, IT-8, 84-92 (1962). 
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Musical interlude 

•  Memory is at the core of many classical forms 

•  In some cases, memory seems the main structural factor 

Christian Fennesz, “Happy Audio” 



Memory for noise 

•  Auditory memory is fast and efficient 

•  Unsupervised/incidental learning without focused attention 

•  Leaves an instant trace in sensory cortex 

-> We probably memorize more about sounds than we “know”  

   



Perception and Memory 

•  Prelude: “Laurel” and “Yanny” 

•  Auditory memory acquisition 

•  Prior knowledge and auditory scene analysis 

•  Prior context and basic auditory features 



Auditory scene analysis 

Source 1 Source 2 Source N 

•  Ill-posed problem, impossible to solve as is 

•  Memory to internalize prior knowledge as additional cues 



Auditory scene analysis 

•  Illusions can reveal how internal knowledge shapes perception 



Auditory scene analysis 

Source 1 Source 2 Source N 



Indices d’organisation 

Organisation verticale 

•  Sources “complexes” 
 - regrouper ce qui appartient à une source 

 
•  Sources “transparentes” 

 - séparer ce qui appartient à des sources distinctes 
 
 Indices possibles: 

 - Localisation 
 - Synchronie 
 - Harmonicité 



Indices d’organisation 

Organisation verticale: Harmonicité 



Indices d’organisation 

Organisation horizontale 

•  Sources étendues dans le temps 
 - suivre une source en dépit d’interruptions potentielles 

Indices possibles: 
 - Localisation 
 - Proximité en fréquence 
 - Proximité en temps 
 - Timbre 



Indices d’organisation 

Organisation horizontale et verticale 

•  Une grande variété d’indices 

•  Concordants ou non 

 
L’organisation auditive est une “prise de décision” qui combine de 
multiples sources d’information 



Auditory scene analysis 

One stream 

Two streams 

Illusory switches 

Pressnitzer & Hupé, Current Biology 2006 

•  A useful rule: similar sounds tend to come from a same source 



•  Comparaison alternances perceptives dans deux modalités 

•  Le dilemme de l’organisation perceptive: Grouper ou Séparer? 

•  Caractéristiques de la bistabilité visuelle:   
 * Exclusivité 
 * Aléatoire 
 * Inevitabilité 
 [Leopold and Logothetis, 1999] 

  
 

Bistabilité auditive et visuelle 



Exclusivité 

•  Percepts auditifs (et visuels) sont mutuellement exclusifs 



•  Durée de phase stable après le 1er percept (groupé) 
•  Indépendance statistique entre phases successives 

Aléatoire 



•  Distribution log-normale pour la durée des percepts 
•  Identiques pour les deux modalités  

Aléatoire 



Inévitabilité 

Contrôle volontaire 

•  Effet de l’intention, mais alternances inévitables 
•  Pas d’augmentation de la durée des percepts cibles 
  [Levelt, 1968] 



•  Indépendance des biais idiosyncratiques entre modalités 

Biais Audition et Vision 



Auditory scene analysis 

Kondo, Pressnitzer et al., Scientific Reports, 2018 

•  Same acoustics, different conscious percept 

•  A powerful tool to explore inter-individual differences 



Musical interlude 

Implied polyphony 

Davis, S. Music Perception, 2006 



Musical interlude 

“Illusory voices” in implied polyphony 

 

MTO 17.1 Examples: Davis, Stream Segregation and Perceived Syncopation 

(Note: audio, video, and other interactive examples are only available online) 
http://www.mtosmt.org/issues/mto.11.17.1/mto.11.17.1.davis.php 

Example 1. J.S. Bach: Sarabande Double from Partita No. 1 in B Minor, measures 1–4  
(a. Analysis of implied voice changes; b. Forte and Gilbert’s harmonic reduction) 

 

Example 2. J.S. Bach: Corrente from Partita No. 1 in B Minor, measures 65–68. Content of three implied 
voices marked with +, *, and ^ 

 

Example 3. J.S. Bach: Presto from Sonata No. 1 in G Minor, measures 32–35 

 

 
 

Davis, S. Music Theory Online, 2011 



Auditory scene analysis 

•  Prior knowledge provides necessary information to solve the ill-
posed problem of auditory scene analysis 

•  When sensory information is ambiguous, knowledge decides 

•  Similar to classic bistable illusions in vision 

   

Jastrow, 1899 Wittgenstein, 1953/1958 



Perception and Memory 

•  Prelude: “Laurel” and “Yanny” 

•  Auditory memory acquisition 

•  Prior knowledge and auditory scene analysis 

•  Prior context and basic auditory features 



Context effects 

You will hear a sequence of tones, a short pause, and then two final tones.  
Does the pitch go up or down between the two final tones? 

Sequence B Sequence A 



Context effects 
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•  What you have just heard: Shepard tones 
Shepard, R. J. Acoust. Soc. Am., 1964 

1 oct. 



Context effects 

Perceived pitch shift 

1 oct. 
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• Ambiguous pitch shift at 6 semi-tones interval 
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Context effects 

•  Perception can be almost fully determined by context 

Biasing sequence 



Time-course 

How long does it take? 

•  Bias observed for a 20-ms long context 
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Time-course 

How much does it last? 

•  Bias persists for over 30s 
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Random spectra 

Something to do with Shepard tones? 

•  Generalisation to random spectra, limited by resolvability 
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Neural correlates (MEG)  

•  MEG response suppression correlates with behavior 

value above one would indicate enhanced responsivity. No effect
of context would correspond to a PRR of 1.

Results are shown in Fig. 3f. In the Biasþ trials, corresponding
to participants reporting the pitch shift expected from the
context, the PRR was lower than one. In the Bias" trials,
corresponding to listeners reporting a pitch shift opposite to what
was expected from the context, the PRR was greater than one.
This difference in PRR between Biasþ and Bias" trials was
robust, as confirmed by a two-tailed paired Wilcoxon’s signed-
rank test (W¼ 1, Po0.008, N¼ 9).

This demonstrates an MEG correlate of the behavioural bias.
For identical stimulus configurations, the PRR was reversed
depending on the behavioural outcome. More specifically, the
behavioural pitch shift encompassed the frequency region with
relatively less MEG responsivity. Our design, intended to contrast
identical stimulus configurations but different behavioural out-
comes, only provides a relative measure of the response to the
probe sequence, so it is not possible to discuss the effect of
context in absolute terms. Previous studies using repeated pure
tones have shown both suppression or enhancement of MEG
responses following acoustic context53,54. Furthermore, relating
MEG response magnitude to neural mechanisms such as
adaptation is indirect, as computational modelling studies show

that short-term synaptic adaptation over different timescales may
result in either suppression or enhancement of MEG responses55.
Nevertheless, the relative measure is sufficient to show that a
behavioural bias is systematically associated to a reduction in
MEG responsivity following the presentation of the context, all
stimulus parameters being equal. More invasive recording
techniques will be needed to clarify the link between this
observation and mechanisms such as neural adaptation or
enhancement50.

A probabilistic model of temporal binding. What function
might be served by the kind of contextual processing revealed by
the behavioural biasing effects? Many otherwise surprising per-
ceptual phenomena may arise from computational principles that
reflect statistical properties of the natural world56,57. We
constructed and simulated an inferential model to ask whether
the same might be true of the context effects documented here.

The feature that listeners reported in our experiments—the
direction of pitch shifts—necessarily depends on the comparison
of sounds over time. Because the context effects were also
observed for random-spectra stimuli (Fig. 2f), which do not
produce a unitary pitch percept, it is likely that listeners reported
frequency shifts between successive frequency components. The

a
Context Probe

or

T1 T2

Time (ms)C
on

te
xt

 in
te

rv
al

 (
st

)

–6

–3

0

3

6

Time

0 1,000 2,000 3,000 4,000 5,000

M
E

G
 A

m
p2  (

fT
2 )

0
1
2
3
4
5

b

Frequency (Hz)
5

F
F

T
 m

ag
2  (

fT
2 /H

z)

0

1

2

3

c

P
(B

ia
s)

0

0.25

0.5

0.75

1
e

3 4

Context
scoring

Probe
reference

Bias+ Bias–

P
ro

be
 r

es
po

ns
e 

ra
tio

0

0.5

1

1.5

2

2.5
f

×104

×103

d Source

Sink

2

0

–2

Figure 3 | MEG recordings. (a) The behavioural paradigm was as before except that Probe tones were introduced between the Context and Test. The
Probe-tone frequency was either the centre of the frequency region of the context (‘Contextþ ’) or the centre of the opposite frequency region
(‘Context" ’). Trials were coded as ‘Biasþ ’ if listeners reported the expected pitch shift encompassing the frequency region of the context, or ‘Bias" ’ if
listeners reported the opposite pitch shift. (b) Time course of the MEG response. The MEG sensor signals were filtered between 2 and 120 Hz, squared and
then averaged for the 50 auditory channels for each participant. Here and in all panels the shaded area or error bars indicate 95% confidence intervals of
the mean across participants. (c) Probe-tone response. A fast Fourier transform was performed on the concatenated MEG responses during the probe
sequence over all trials, for each participant. For display purposes, the result was normalized for each participant by baseline activity over 3–5 Hz, excluding
the frequency bin at 4 Hz. (d) The topography of the 4 Hz response during the probe sequence. The complex responses from the FFT analysis are plotted
for each sensor, with the arrows representing the magnitude and phase value of the 4-Hz component. Contours are projections on lines of constant phase
(see Supplementary Methods). (e) Behavioural results during the MEG recordings. The bias caused by context tones is of the same magnitude as for
previous experiments, whereas the bias caused by the Probe sequence is weak, with confidence intervals for P(Bias) overlapping with 0.5. (f) MEG
correlate of the behavioural bias. A PRR was defined as the 4-Hz probe response for Contextþ trials, divided by the 4-Hz probe for Context" trials. A PRR
value lower than one is observed for Biasþ trials, indicating a reduced responsivity in the frequency region of the context when the context was effective in
producing a behavioural bias. The reverse pattern is observed, for identical stimuli, when the behavioural bias is in the opposite direction.
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Speculation 

•  “Hidden states” to encode memory  

•  Same neurons could process information and encode memory   
Stokes, TICS, 2015 

Hasson, Chen, & Honey, TICS, 2015 
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Figure 2. Maintaining ‘activity-silent’ working memory (WM) in functional connectivity. (A) Schematic of the synaptic model of WM described in [23]. Task-relevant input
(left-side horizontal arrows, blue for ‘Memory A’ and red for ‘Memory B’) drives a stimulus-specific activity state (filled circles) that in turn triggers a specific pattern of short-
term synaptic plasticity between cells (bold arrows). Memory is read out from this synaptic trace via the context-dependent response at retrieval (black filled circles, same
for ‘Memory A’ and ‘Memory B’). The probe-driven response will be patterned by the hidden state of synaptic efficacy, resulting in a discriminable output pattern (right-side
horizontal arrows). (B) Empirical evidence for content-specific functional networks. Simultaneous recordings in rat frontal cortex revealed direction-specific patterns of
synaptic efficacy (red arrows) between cells [putative pyramidal (triangles); putative interneuron (circle); unclassified (square)], encoding direction during a WM-based
maze task (left panel; adapted from [34] with permission from Nature Publishing Group). This is consistent with a role for short-term synaptic plasticity in WM. In the
monkey prefrontal cortex (PFC) (PS, principal sulcus), different task rules are associated with specific functional networks (synchronised electrodes for rule ‘A’ in blue, rule
‘B’ in red) coupled by synchrony at !30 Hz (left panel; adapted from [36]). This is consistent with the idea that coherence could also play a role in constructing functional
networks for flexible behaviour.
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Musical interlude 

•  Proximity cues and cyclic Shepard tones for “infinite” scale Time
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Context effects 

•  Perception of large frequency shifts can be biased by context 

•  Bias is fast and long-lasting   

•  Contextual memory processes, possibly based on adaptation 

Chambers, Akram, Adam, Pelofi, Sahani, Shamma, & Pressniter, Nature Communications, 2017 
http://audition.ens.fr/dp/illusion/ 

 



Summary 

•  Auditory perception and memory are deeply intertwined 

•  Illusions are the rule, not the exception 
•  Often they match the world, sometimes they are crafted by 

scientists or musicians 

Perception 


