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The auditory system of monkeys includes a large number of
interconnected subcortical nuclei and cortical areas. At subcortical
levels, the structural components of the auditory system of mon-
keys resemble those of nonprimates, but the organization at
cortical levels is different. In monkeys, the ventral nucleus of the
medial geniculate complex projects in parallel to a core of three
primary-like auditory areas, AI, R, and RT, constituting the first
stage of cortical processing. These areas interconnect and project
to the homotopic and other locations in the opposite cerebral
hemisphere and to a surrounding array of eight proposed belt
areas as a second stage of cortical processing. The belt areas in turn
project in overlapping patterns to a lateral parabelt region with at
least rostral and caudal subdivisions as a third stage of cortical
processing. The divisions of the parabelt distribute to adjoining
auditory and multimodal regions of the temporal lobe and to four
functionally distinct regions of the frontal lobe. Histochemically,
chimpanzees and humans have an auditory core that closely
resembles that of monkeys. The challenge for future researchers is
to understand how this complex system in monkeys analyzes and
utilizes auditory information.

The auditory system of mammals includes a large number of
interconnected nuclei and cortical areas (Fig. 1). The com-

plexity of this array of interacting structures presents a challenge
to researchers to determine how this system analyzes and uses
auditory information. Although most of the component subcor-
tical nuclei can be identified in a range of studied mammals,
considerable variability in at least cortical organization appears
to exist in different lines of evolution, and this variability
amplifies the task from understanding the auditory system to
understanding auditory systems and their variability.

We have been studying the auditory system of primates, partly
because we are interested in how our auditory system works, but
also because primates vary in size, auditory behavior, and brain
complexity. Thus, we wonder what components of the auditory
system are basic and similar across the major taxonomic groups
of primates, and what features vary. In particular, we are
concerned about auditory cortex, because different lines of
evolution vary considerably in cortical organization. For exam-
ple, whereas both cats and monkeys have quite a number of
visual areas, perhaps 30 or more in monkeys, they share only a
few (see ref. 2). Most visual areas have emerged independently
as both carnivores and primates evolved more complex visual
systems. Although the organization of visual cortex in primates
has been intensively studied in many laboratories over the last 30
years, efforts to determine the subdivisions and interconnections
of auditory cortex have been much more limited. Yet consider-
able progress has been made, especially recently. Here we review
theories of the organization of auditory cortex in primates. These
theories have been based largely on studies of the tonotopy,
connections, and architecture of auditory cortex in monkeys, but
additional relevant information is starting to emerge from
investigations of cortical organization in prosimian galagos,

histochemical studies in chimpanzees and humans, and nonin-
vasive functional studies in humans.

The Core Areas of Auditory Cortex
Originally, auditory cortex of monkeys was thought to be orga-
nized much as in cats, with a single primary area, AI, in the
cortex of the lower bank of the lateral sulcus and a second area,
AII, deeper in the sulcus (e.g., ref. 3). This concept fits well with
the early view that auditory, somatosensory, and visual systems
all have two fields. However, we now know that primates have
a number of sensory representations for each modality, and
several somatosensory and auditory fields can be considered
primary or primary like in character. In the auditory system,
three fields have similar primary-like features. These fields
constitute the auditory core, which is surrounded by a belt of
secondary fields, and a more lateral parabelt of fields at a third
level of processing (Fig. 2). The core includes a most caudal AI,
a more rostral field R, and an even more rostral temporal field,
RT (Fig. 3). These fields are distinguished from each other by
having different systematic representations of the cochlea (6–
12). In caudal AI, neurons are best activated by high-frequency
tones, whereas neurons in rostral AI are best activated by
low-frequency tones. The lines of isorepresentation along rows
of neurons across AI having similar best frequencies are curved
so that neurons deeper in the fissure have higher best frequen-
cies. The tonotopic organization of R is reversed from that in AI,
so that low frequencies are represented caudally in R, and higher
frequencies are represented rostrally. Again, the lines of isorep-
resentation are curved so that neurons deeper in the lateral
sulcus have higher best frequencies. The tonotopic organization
of RT has not been studied adequately, but it appears that high
frequencies are represented caudally and low frequencies,
rostrally.

Each of the core areas has features that are characteristic
of primary sensory cortex. First, neurons in all three areas
respond well and with short latencies to pure tones. The neurons
respond best to specific (best) frequencies, and they have narrow
frequency-response curves. Second, all three areas receive dense
thalamic inputs from the principal or ventral nucleus of the
medial geniculate complex (e.g., refs. 9–11, 13–19). These inputs
appear to be in parallel so that the ablation of one of the fields
does not deactivate the others (20). Third, all three fields have
the architectonic characteristics of primary sensory cortex (5, 11,
21, 22). Thus, the fields have a well-developed layer 4 of granule
cells and a dense band of myelinated fibers in the middle layers
of cortex. In addition, the middle layers of the core densely
express the metabolic enzyme, cytochrome oxidase (CO), the
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enzyme for deactivating the neurotransmitteryneuromodulator
acetylcholine (acetylcholinesterase, AChE), and the calcium-
binding protein, parvalbumin (Pb) (Fig. 4). Primary sensory

areas characteristically express large amounts of CO, AChE, and
Pb (e.g., refs. 5, 23–25), although AChE may be more obvious in
developing primary areas in some mammals (26, 27). The
persistence of large amounts of AChE in the auditory core of
adult monkeys is interesting in that acetylcholine is a neuro-
transmitter associated with developmental plasticity (e.g., ref.
28). Possibly, primary auditory cortex of adult monkeys is
especially plastic, so that neurons are capable of changing their

Fig. 3. Tonotopic organization in the core. Auditory core fields (AI, R, RT) are
surrounded by belt fields (not labeled). Curved lines within each field depict
isofrequency contours. High- (H) frequency acoustic stimuli are represented
caudomedially in AI, rostromedially in R. Low- (L) frequency stimuli are rep-
resented rostrolaterally in AI, caudolaterally in R. Tonotopic organization in
RT is not as certain but may mirror that found in R. See Fig. 1 for abbreviations.

Fig. 1. Cortical and subcortical connections of the primate auditory
system. Major cortical and subcortical regions are color coded. Subdivisions
within a region have the same color. Solid black lines denote established
connections. Dashed lines indicate proposed connections based on findings
in other mammals. Joined lines ending in brackets denotes connections
with all fields in that region. The belt region may include an additional
field, MM (see Fig. 5). Abbreviations of subcortical nuclei: AVCN, antero-
ventral cochlear nucleus; PVCN, posteroventral cochlear nucleus; DCN,
dorsal cochlear nucleus; LSO, lateral superior olivary nucleus; MSO, medial
superior olivary nucleus; MNTB, medial nucleus of the trapezoid body;
DNLL, dorsal nucleus of the lateral lemniscus; VNLL, ventral nucleus of the
lateral lemniscus; ICc, central nucleus of the inferior colliculus; ICp, peri-
central nucleus of the inferior colliculus; ICdc, dorsal cortex of the inferior
colliculus; ICx, external nucleus of the inferior colliculus; MGv, ventral
nucleus of the medial geniculate complex; MGd, dorsal nucleus of the
medial geniculate complex; MGm, medialymagnocellular nucleus of the
medial geniculate complex; Sg, suprageniculate nucleus; Lim, limitans
nucleus; PM, medial pulvinar nucleus. Abbreviations of cortical areas: AI,
auditory area I; R, rostral area; RT; rostrotemporal area; CL, caudolateral
area; CM, caudomedial area; ML, middle lateral area; RM, rostromedial
area; AL, anterolateral area; RTL, lateral rostrotemporal area; RTM, medial
rostrotemporal area; CPB, caudal parabelt; RPB, rostral parabelt; Tpt,
temporoparietal area; TS1,2, superior temporal areas 1 and 2. Frontal lobe
areas numbered after the tradition of Brodmann and based on the parcel-
lation of Preuss and Goldmann-Rakic (1): 8a, periarcuate; 46d, dorsal
principal sulcus; 12vl, ventrolateral area; 10, frontal pole; orb, orbitofron-
tal areas.

Fig. 2. Lateral view of the macaque cerebral cortex. (A) The approximate
location of the parabelt region on the superior temporal gyrus (dashed
orange line). (B) Dorsolateral view of the same brain as in A after removal of
the overlying parietal cortex, exposing the ventral bank of the lateral sulcus
and insula. The approximate locations of the core region (solid red line),
caudal and lateral portions of the belt region (dashed yellow line), and the
parabelt region (dashed orange line) are shown. The medial portion of the
belt region and the rostral pole of the core in the ventral circular sulcus are not
visible. Dashed black line defines portion of cortex cut away. AS, arcuate
sulcus; CS central sulcus; INS, insula; LS, lateral sulcus; STG superior temporal
gyrus; STS, superior temporal sulcus. Adapted from ref. 4.
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response characteristics (29–31). Although the three core areas
are similar in architecture and responsiveness to tones, they are
unlikely to be identical in how they process auditory information.
Indeed, a number of differences in response characteristics
between neurons in AI and R have already been reported (32).
In addition, the architectonic features of AI and R are quite
similar, but they are somewhat muted in RT. Thus, RT is the
least certain member of the core.

The cortical connections of the core areas (see refs. 10, 11, 21,
22, 33) are somewhat unusual for primary sensory cortex. Each
core area densely interconnects with its neighbor, and even AI
and RT have some interconnections (Fig. 5). Thus, core areas
must influence each other strongly. In addition, each core area
projects to a collection of adjacent belt areas, and the core areas
appear to be responsible for activating those belt areas (20, 32).
The ipsilateral cortical connections of the core are exclusively, or
nearly so, with the narrow surrounding belt of cortex. There are
few or no long projections to more distant auditory fields. This
means that the belt is an obligatory second stage of cortical
processing. The belt is not bypassed, and more distant fields (e.g.,
parabelt) do not have direct access to core information. In
contrast, primary visual cortex, V1, projects both to a surround-
ing belt, V2, and to a number of more distant visual areas,
especially quite distant middle temporal visual area (see ref. 34).
Area 3b of somatosensory cortex projects to bordering areas 3a
and 1, but also more distantly to areas 2, S2, PV, and even motor
cortex (e.g., refs. 35, 36). Thus, primary sensory information is
more widely distributed in the somatosensory and visual systems,
whereas the auditory system clearly separates three levels of
cortical processing.

The connection pattern of the auditory core is unusual in
another way. The core areas also project callosally to the core of
the other cerebral hemisphere, where the most dense termina-
tions appear to be in tonotopically matched locations of the same
area, and to the adjacent belt. Unlike primary visual cortex (V1)
and primary area 3b of somatosensory cortex of monkeys, which
have large regions of few or no callosal connections, the auditory
core has major interhemispheric connections.

The clear manner in which chemoarchitectonic preparations
distinguish the core from the belt in monkeys allowed us to
examine other primates for the existence of a core. The core in
brain sections from temporal cortex of humans and chimpanzees
is quite distinct (unpublished observations; refs. 37, 38) and can
be identified and delineated with great precision (Fig. 6). In both
chimpanzees and humans, the areal extent of the core is greater
than in macaque monkeys, but the core in all three primates has
the same elongated shape. This suggests that chimpanzees and
humans also have three areas within the core (AI, R, RT), but

direct evidence is lacking. We do know from studies in humans
that a tonotopic pattern of organization can be revealed crudely
in the region of the core. A variety of studies using evoked
potentials (39, 40), magnetoencephalography (41–52), positron
emission tomography (53–56), and functional magnetic reso-
nance imaging (57–60) have produced convincing evidence of
tonotopic organization in the human transverse temporal gyrus
of Heschl (TTG). As observed in monkeys, high frequencies are
represented in the posteromedial TTG of humans, whereas
lower frequencies generate activity in anterolateral TTG. Fur-
ther, apparent reversals in the tonotopic gradient suggest that
more than one cochleotopic field may exist in the TTG (45),
consistent with evidence for multiple tonotopic fields in the core
region of primates.

The Auditory Belt Cortex
The auditory belt is the narrow 2- to 3-mm fringe of cortex
immediately surrounding the core with dense interconnections
with the core. The belt appears to receive only sparse inputs from
the ventral nucleus of the medial geniculate complex, with most
of its thalamic inputs coming from the dorsal and medial
(magnocellular) divisions of the complex. Despite these thalamic
inputs, the belt seems to depend on core inputs for activation.
However, this dependence has been demonstrated directly only
in one subdivision of the belt, the caudomedial area (CM).
Ablation of the core abolishes responses to auditory stimuli in
CM (20).

The belt appears to consist of about eight auditory areas,
each with a distinct representation of the cochlea. The evi-
dence for these separate areas is largely of two types. First, the
core areas connect most densely with adjacent portions of the
belt (Fig. 7). This means that the most dense projections to the
caudal fields of the belt are from AI, whereas more rostral belt
fields get their densest inputs from R or RT. Furthermore,
portions of the belt get their densest inputs from immediately
adjoining portions of the core, suggesting input patterns that
would support multiple, but crude, representations of the
cochlea. More specifically, the connection patterns support the
possibility of three to four medial belt fields and four lateral
belt fields with different sequences of tonotopic organization.
These suppositions are supported by the results of microelec-
trode recordings from the belt. Although neurons in the belt
respond much less vigorously to tones than neurons in the core,
they respond well enough to indicate that tonotopic gradients
in belt areas parallel those of adjacent core areas (12, 61).
Neurons in the lateral belt respond better to narrow bands of
noise than pure tones, and the center frequency of the band
can be varied to indicate best frequencies for neurons (61).
These studies provide evidence for three tonotopic represen-
tations lateral to the core, the caudolateral area (CL), medio-

Fig. 4. Architectonic fields in auditory cortex. Macaque brain section flat-
tened and cut parallel to pial surface at 40 mm. Parvalbumin immunohisto-
chemistry. The core fields are the most darkly stained. The caudal belt fields
(ML, CL, CM) are moderately dark. Scale bar 5 5 mm. Adapted from ref. 5. See
Fig. 1 for abbreviations.

Fig. 5. Auditory cortical connections of AI. Area AI, as well as other core
areas, has dense reciprocal connections with adjacent areas of the core and
belt (solid lines with arrows). Connections with nonadjacent fields are less
dense (dashed lines with arrows). The core has few, if any, connections with
the parabelt or more distant cortex. See Fig. 1 for abbreviations.
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lateral area (ML), and the anterior lateral area (AL). How-
ever, microelectrode recording studies have provided only
limited evidence for a tonotopic representation in CM (12, 20,
32), and other medial belt areas have not been studied
adequately. Thus, these divisions of the belt are more tenta-
tively proposed and are largely based on connection patterns
(see ref. 5). Although the belt is architecturally quite distant
from the core, differences between proposed belt areas are not
so obvious. CL and CM are somewhat darker than other belt
areas in brain sections processed for parvalbumin.

Besides connections with the adjoining core, belt areas con-
nect with adjoining belt areas, more distant belt areas, the
parabelt region, and to the frontal lobe (Fig. 7). Only the
connections of the more accessible lateral belt areas have been
studied directly, so all of the targets of the medial belt are not
known. Nevertheless, it is clear that belt areas are widely
interconnected with each other, and they distribute principally to
the parabelt, a third distinct level of cortical processing.

The Lateral Parabelt of Auditory Cortex
The parabelt of auditory cortex, just lateral to the lateral belt
(Fig. 2), is defined as that region of the temporal lobe where

injections of tracers label large numbers of neurons in the belt
but few or no neurons in the core (5). The full extent of the
parabelt has not been determined accurately, but injections
rostral to the parabelt in the TS1,2 region and caudal to the
parabelt in the Tpt region label the parabelt and other regions
of cortex but not the belt. The parabelt may have functionally
distinct subdivisions, but little is now known about how to divide
the parabelt. Subdivisions are not obvious in the architecture,
and systematic recordings with microelectrodes have not yet
been attempted. We have tentatively divided the parabelt into
rostral and caudal halves on the basis of differences in connec-
tions (Fig. 8). The rostral parabelt (RPB) connects largely with
the rostral belt areas, whereas the caudal parabelt (CPB) largely
connects with the caudal belt areas. However, both divisions
connect with the rostromedial area (RM) of the belt. Callosal
connections are with largely homotopic portions of the con-
tralateral parabelt and roughly matching levels of the medial and
lateral belt. Although the parabelt gets some inputs from the
dorsal and medial divisions of the medial geniculate complex, it
gets other thalamic inputs from the suprageniculate nucleus,
nucleus limitans, and medial pulvinar. The parabelt neurons
likely depend on belt inputs rather than thalamic inputs for
suprathreshold auditory activation.

Targets of the Parabelt: Additional Levels of Auditory
Processing
The parabelt is interconnected with adjacent portions of the
temporal and parietal lobe and with several regions of the frontal
lobe. These target regions can be considered components of an
additional fourth level of auditory processing, with thalamic
inputs from the suprageniculate, limitans, and medial pulvinar
nuclei (Fig. 1; refs. 62–64).

Much of the parabelt connects with nearby cortex of the upper
and lower banks of the superior temporal sulcus. The caudal end
of this sulcus is occupied by visual areas, such as the middle
temporal visual area, and there is no evidence for direct parabelt
connections with these visual areas. However, more rostral
cortex in the superior temporal sulcus has been referred to as the
superior temporal polysensory cortex (STP; see ref. 65 for
review) where neurons respond to auditory, visual, and even
somatosensory stimulation. The functions of this polysensory
cortex are unknown, but visual stimuli are known to influence

Fig. 7. Auditory cortical connections of ML. Area ML, and other belt areas,
have dense connections with adjacent areas of the core, belt, and parabelt
(solid lines with arrows). Connections with nonadjacent fields tend to be less
dense (dashed lines with arrows). The belt fields also have topographically
organized connections with functionally distinct fields in prefrontal cortex.
Abbreviations defined in Fig. 1.

Fig. 6. Architectonic identification of core and belt regions. Coronal sections showing the border between the core and belt regions of auditory cortex
(arrowheads). Acetylcholinesterase histochemistry. (A) Macaque monkey; (B) chimpanzee; (C) human. Compared with the belt region, the density of
acetylcholinesterase in the middle cortical layers (IIIc and IV) is particularly high in the core.
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strongly the perceived locations of sound sources, and bimodal
auditory and visual neurons in STP would be well suited for this
interaction. The rostral parabelt connects with more rostral
portions of the superior temporal gyrus. On the basis of con-
nections (5), the latter is likely to be largely auditory in function.
The caudal parabelt connects with cortex of the caudal end of the
superior temporal gyrus, which also may be largely auditory in
function, although a nearby region of posterior parietal cortex,
7a, has somatosensory and multimodal functions and neurons
involved in reaching for objects (66, 67). Area 7a projects to
premotor areas of the frontal lobe that are also involved in
guiding reach.

The parabelt also projects to four major regions of the frontal
lobe (Fig. 9; refs. 4, 69, 70). These include cortex near or within
the frontal eye field. This region of cortex (area 8a) is important
for directing gaze toward objects of interest. Clearly, sounds
from locations in space often would be of visual interest. Other
projections are to dorsolateral prefrontal cortex of the principal
sulcus in monkeys (area 46d). This cortex is thought to be
important in the short-term temporary storage of information,
sometimes called working memory (71, 72). Neurons in some
locations in this prefrontal region respond to auditory stimuli
(73–76). The third projection zone in the frontal lobe is more
rostral and ventral (area 12v1). This region of cortex may be
involved in the multimodal characterization of objects. In the
ventrolateral prefrontal cortex, a number of single-unit studies
indicate that this region subserves working memory for nonspa-
tial tasks, such as stimulus recognition (see ref. 4). The fourth
target of the parabelt is in orbital–frontal cortex, which is a
multimodal region with a role in assigning value to stimuli. The
region is associated with the reward system, and it is considered
emotive or motivational in function (77–81). Many neurons in
orbital–frontal cortex respond to auditory stimuli (82).

On the basis of specific patterns of connections between
temporal and frontal cortex, some investigators have distin-
guished separate pathways for processing spatial and nonspatial
auditory information (e.g., refs. 69, 70). These data suggest that
spatial (i.e., areas 8a, caudal 46d) and nonspatial (i.e., areas 10,
12vl, rostral 46d) domains in prefrontal cortex are the targets of
separate processing streams originating in caudal and rostral
fields of nonprimary auditory cortex, respectively. The connec-
tion patterns support this distinction, in general, but raise the

possibilities of additional streams and significant interactions
between streams (83).

Evidence for Levels of Cortical Processing in Humans
In addition to evidence for a core of distinct tonotopic fields in
humans, there is also evidence in this literature for hierarchical
processing in auditory cortex such that auditory-related activity
in cortical fields outside of the core region can be dissociated
from activity within by using various techniques (84–105).
Howard et al. (104) recorded evoked potentials from auditory
cortex of patients undergoing surgery for intractable epilepsy.
They were able to dissociate auditory responsive fields in Hes-
chl’s gyrus (HG) and the posterolateral superior temporal gyrus
(PLST) on the basis of differences in responses to auditory
stimuli and sensitivity to anesthesia. In addition, short-latency
potentials evoked by electrical stimulation of HG were recorded
from PLST, suggesting activation via direct or indirect connec-
tions between these areas. Scheich et al. (96) used a foreground–
background decomposition task to dissociate three distinct
auditory cortical regions with functional MRI (fMRI). The
activated regions on the superior temporal gyrus (T1, T2, and
T3) corresponded to distinct cytoarchitectonic fields (KA, PaAi,
and PaAe, respectively) of human auditory cortex (37), which are
comparable in relative position to core, lateral belt, and parabelt
fields in monkeys. These results compare well with those of
Binder et al. (105), in which distinct foci of peak activation were
resolved in fMRI studies with speech and nonspeech stimuli. All
auditory stimuli produced equivalent activations in the medial
half of HG, but activation in the surrounding fields varied. White
noise activation was centered on the HG with some spread into
the surrounding fields, whereas activation produced by frequen-
cy-modulated tones was more expansive laterally than for noise.
The extent of activation was greatest for speech stimuli, irre-
spective of linguistic significance, spreading ventrolaterally into
cortex of the superior temporal sulcus. The authors concluded
that such contrasts provided support for a hierarchical model of
auditory word processing in the human temporal lobe based on
increasing complexity and integration of temporal and spectral
features. Overall, the results of functional studies of auditory
cortex in humans indicate the presence of multiple hierarchically

Fig. 8. Auditory cortical connections of CPB. Parabelt area CPB, as well as
RPB, has dense connections with adjacent areas of the belt and RM in the
medial belt (solid lines with arrows). Connections with nonadjacent fields of
the belt tend to be less dense (dashed lines with arrows). The parabelt fields
have few, if any, connections with the core areas. The parabelt also has
connections with the polysensory areas in the superior temporal sulcus (STS)
and with functionally distinct fields in prefrontal cortex. Abbreviations de-
fined in Fig. 1.

Fig. 9. Prefrontal connections of auditory cortex in macaque monkeys.
Arrows summarize the topographic connections of the lateral belt and para-
belt auditory regions with functionally distinct areas of prefrontal cortex. The
targets of caudal auditory fields favor spatial domains of prefrontal cortex
(e.g., 8a, caudal 46d), whereas more rostral fields exhibit stronger connections
with nonspatial regions (e.g., areas 12vl, 10, mediofrontal, orbitofrontal).
Connections with intermediate temporal fields tend to overlap more. See Fig.
1 and ref. 83 for more detailed connections. Adapted from ref. 68, with
permission from S. Karger A, Basel.

Kaas and Hackett PNAS u October 24, 2000 u vol. 97 u no. 22 u 11797

CO
LL

O
Q

U
IU

M



arranged fields, consistent with key features of the primate
model.

Conclusions
The auditory systems of all mammals include a large number of
complexly interconnected auditory nuclei, and at least several
areas of auditory cortex. Although the subcortical auditory
system of primates and other animals may have similar compo-
nent nuclei, further study will likely reveal specializations in
types and numbers of neurons and connections. Thus, we do not
yet know how similar or different the subcortical auditory
systems of various animals might be. At the cortical level,
primates appear to have evolved an elaborate network of areas
that is quite different from the networks in other mammals.
Although most of our present understanding of auditory cortex
in primates depends on studies in monkeys, there is some
evidence that early levels of cortical processing are similar in
monkeys, chimpanzees, and humans, although the human audi-
tory system undoubtedly includes specializations for language.
Our growing understanding of the complexity of auditory cortex

in monkeys opens the door for many productive studies of the
nature of processing within the network.

The auditory cortex of monkeys includes a network of at
least 20 interconnected auditory areas or multimodal regions.
The cortical system is hierarchical with at least four distinct
levels of processing, with several areas at each level. Informa-
tion is widely distributed within levels, between areas of the
same level of opposite cerebral hemispheres, and between
areas of one level and the next. Yet, there is enough separation
in distributions of connections to suggest the existence of at
least distinct rostral and caudal processing streams. The exis-
tence of multiple areas at even the primary level of cortical
processing has obvious implications. Because areas of the same
level have similar connections, they may have overlapping
functions. Thus, the system should be able to compensate
largely for losses produced by lesions that leave some of the
areas of any level intact, but the highly serial nature of
processing from level to level indicates that extensive damage
to any level would be devastating.
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