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The Cocktail Party Problem: What Is It? How Can It Be Solved?
and Why Should Animal Behaviorists Study It?

Mark A. Bee and Christophe Micheyl
University of Minnesota–Twin Cities

Animals often use acoustic signals to communicate in groups or social aggregations in which multiple

individuals signal within a receiver’s hearing range. Consequently, receivers face challenges related to

acoustic interference and auditory masking that are not unlike the human cocktail party problem, which

refers to the problem of perceiving speech in noisy social settings. Understanding the sensory solutions

to the cocktail party problem has been a goal of research on human hearing and speech communication

for several decades. Despite a general interest in acoustic signaling in groups, animal behaviorists have

devoted comparatively less attention toward understanding how animals solve problems equivalent to the

human cocktail party problem. After illustrating how humans and nonhuman animals experience and

overcome similar perceptual challenges in cocktail-party-like social environments, this article reviews

previous psychophysical and physiological studies of humans and nonhuman animals to describe how the

cocktail party problem can be solved. This review also outlines several basic and applied benefits that

could result from studies of the cocktail party problem in the context of animal acoustic communication.
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In many animals, acoustic communication occurs in large

groups or aggregations of signaling individuals (Gerhardt & Hu-

ber, 2002; Greenfield, 2005; Kroodsma & Miller, 1996; McGre-

gor, 2005; this issue). It is important to appreciate that the sounds

produced by multiple signalers in groups, as well as other biotic

and abiotic sources of noise and acoustic reflections from objects

in the environment, are sound pressure waves that add together to

form a composite pressure waveform that impinges on a receivers’

hearing organs. Thus, signaling in groups poses a number of

special problems for receivers in terms of detecting and classifying

signals (Brumm & Slabbekoorn, 2005; Hulse, 2002; Klump, 1996;

Langemann & Klump, 2005; Wiley, 2006). These problems, and

their solutions, are our concern here. For humans, solutions to

these problems rest, in part, on the auditory system’s ability to

parse the composite acoustic waveform generated by multiple

sources into perceptually coherent representations—termed audi-

tory objects, auditory images, or auditory streams—that represent

different sound sources in the acoustic scene (Bregman, 1990; Van

Valkenburg & Kubovy, 2004; Yost, 1991).

One well-known example of a problem in human auditory scene

analysis (Bregman, 1990) is the aptly named cocktail party prob-

lem (Cherry, 1953), which refers to the difficulty we sometimes

have understanding speech in noisy social settings (reviewed in

Bronkhorst, 2000; Yost, 1997). In this article, we discuss issues

relating to auditory scene analysis and the cocktail party problem

that have a long history in studies of human hearing and speech

communication but have received less attention in the study of

animal acoustic communication. The take-home messages from

this article are (a) that many of the sensory solutions to the human

cocktail party problem represent potentially important mechanisms

underlying acoustic communication in nonhuman animals and (b)

that the study of these mechanisms has important implications for

our understanding of animal acoustic communication.

This article is organized around three questions. In the first

section, we pose the question, What is the cocktail party problem?

Here, we more explicitly outline the issues at hand and show that

nonhuman animals also encounter and solve cocktail-party-like

problems. In the second section, we ask, How can the cocktail

party problem be solved? In this section, we draw extensively on

studies of human hearing and speech perception to illustrate the

diversity of mechanisms that allow humans to perceive speech in

noisy social settings. We also show how many of these same

auditory mechanisms operate in nonhuman animals. These studies

could serve as useful heuristics to guide future research on the

mechanisms of animal acoustic communication. In the third and

final section we ask, Why should animal behaviorists study the

cocktail party problem? Here, we raise a number of basic and

applied issues to suggest the potential benefits and opportunities

associated with studies of animal “cocktail parties.”

The fields of study we attempt to integrate are broad; therefore,

the scope of our review is necessarily broad and we make no

attempt to cover any single topic in great depth. For other treat-

ments on these topics, readers are referred to Bregman (1990,

1993, Bronkhorst (2000), Carlyon (2004), Darwin (1997), and

Mark A. Bee, Department of Ecology, Evolution, and Behavior, Uni-

versity of Minnesota–Twin Cities; Christophe Micheyl, Psychology De-

partment, University of Minnesota–Twin Cities.

This research was supported by the National Institute on Deafness and

Other Communication Disorders Grants R03DC008396 and R01DC07657.

We thank Nicolas Grimault, Joshua McDermott, Arnaud Norena, Robert

Schlauch, Brian Roberts, Joshua Schwartz, and Alejandro Velez for helpful

comments on earlier versions of the article.

Correspondence concerning this article should be addressed to Mark A.

Bee, Department of Ecology, Evolution, and Behavior, University of

Minnesota, 100 Ecology, 1987 Upper Buford Circle, St. Paul, MN 55108.

E-mail: mbee@umn.edu

Journal of Comparative Psychology Copyright 2008 by the American Psychological Association
2008, Vol. ●, No. ●, 000–000 0735-7036/08/$12.00 DOI: 10.1037/0735-7036.●.●.000

1

AQ: 1

AQ: 2

tapraid5/zct-com/zct-com/zct00108/zct2082d08g sangreyj S�5 1/18/08 20:57 Art: 2008-0258



AP
A 

PR
O

O
FS

Darwin and Carlyon (1995) for work in humans and to Brumm and

Slabbekoorn (2005), Feng and Ratnam (2000), Hulse (2002),

Klump (1996, 2005), and Langemann and Klump (2005) for work

in animals.

What Is the Cocktail Party Problem?

The essence of the cocktail party problem can be formulated as

a deceptively simple question: “How do we recognize what one

person is saying when others are speaking at the same time?”

(Bronkhorst, 2000, p. 117). Finding answers to this question has

been an important goal of human hearing research for several

decades (see Bronkhorst, 2000, and Yost, 1997, for reviews). At

the root of the cocktail party problem is the fact that the human

voices present in a noisy social setting often overlap in frequency

and in time and thus represent sources of direct acoustic interfer-

ence and energetic masking that can impair the perception of

speech. In addition, recent research has revealed that even those

components of concurrent speech that do not overlap in frequency

or time with those of the target signal can dramatically affect

speech intelligibility via so-called informational masking (Shinn-

Cunningham, Ihlefeld, Satyavarta, & Larson, 2005). The ability of

concurrent speech and speechlike noise to impair speech percep-

tion is well-documented in the literature on human hearing (re-

viewed in Bronkhorst, 2000).

Do Animals Experience Cocktail-Party-Like Problems?

Examples of nonhuman animals that acoustically communicate

in groups or large social aggregations abound in the animal be-

havior literature. Among the best-known examples are perhaps

frog and insect choruses, the songbird dawn chorus, and flocking

and colonial birds (reviewed in Hulse, 2002). For animals that

acoustically communicate in such groups, the problem of perceiv-

ing acoustic signals is equivalent to the human cocktail party

problem because the signals of multiple conspecifics often occur

concurrently (Brumm & Slabbekoorn, 2005; Hulse, 2002; Klump,

1996). As in humans, the consequences of interference and mask-

ing for other animals include increases in signal detection thresh-

olds and decreases in the ability to recognize and discriminate

among different signal variants (Bee, in press; Bee & Swanson, in

press; Ehret & Gerhardt, 1980; Gerhardt & Klump, 1988; Lange-

mann, Gauger, & Klump, 1998; Lohr, Wright, & Dooling, 2003;

Schwartz & Gerhardt, 1989, 1995; Wollerman, 1999; Wollerman

& Wiley, 2002). Hence, humans and nonhuman animals are per-

haps not so different when it comes to the problems faced when

acoustically communicating in groups. For animals, we can for-

malize the cocktail party problem in the following question: How

do animals detect and recognize conspecific signals, localize sig-

nalers, discriminate among signal types and individual signalers,

and extract information from signals and signaling interactions

when multiple conspecifics and heterospecifics are signaling at the

same time? Note that this formalization includes the contribution

of heterospecific signalers to a receiver’s cocktail party problem.

For many animals, the signals of heterospecifics might compound

the cocktail party problem in ways that have not been considered

previously in the literature on human hearing and speech commu-

nication.

Despite evidence that humans and other animals encounter

problems perceiving acoustic signals in noisy groups, the cocktail

party problem is not insurmountable. Personal experience tells us

this is the case for humans. Field observations and playback

experiments indicate that this is also the case for nonhuman

animals. Consider the following examples. During their breeding

seasons, frogs commonly aggregate in mixed-species choruses in

which males produce loud advertisement calls (Gerhardt, 1975),

and the background noise levels in a chorus can be quite high

(Narins, 1982; Narins & Zelick, 1988). Nevertheless, within a

chorus environment, male advertisement calls can be used by

females to make adaptive mate choice decisions and by males to

mediate male–male aggressive interactions (reviewed in Gerhardt

& Bee, 2006; Gerhardt & Huber, 2002; Wells & Schwartz, 2006).

Like frogs, songbirds communicate in noisy situations, such as the

dawn chorus, and use acoustic signals for mate attraction and

territory defense (Klump, 1996). The work of Hulse and others has

shown that songbirds can correctly recognize the songs of a

particular species and of particular individuals when these songs

are digitally mixed with the songs of other species or individuals

and even when they are mixed with the sounds of a dawn chorus

(Benney & Braaten, 2000; Hulse, MacDougall-Shackleton, &

Wisniewski, 1997; Wisniewski & Hulse, 1997). Bank swallows,

cliff swallows, and king penguins are three colonial bird species

for which acoustically mediated parent–offspring recognition al-

lows parents to reunite with chicks in a large and noisy colony

(Aubin & Jouventin, 1998, 2002; Beecher, 1989, 1991). Field

playback tests with king penguins have revealed that chicks can

detect parental calls (the signal) even when these were mixed with

the calls of five other adults (the noise) at a signal-to-noise ratio of

�6 dB (Aubin & Jouventin, 1998). Clearly, a diversity of animals

signal in groups, and these animals both encounter and solve

cocktail-party-like problems.

How Can the Cocktail Party Problem Be Solved?

The main point we wish to emphasize in this article is that

effective acoustic communication will often depend heavily on the

perceptual mechanisms that receivers possess for solving cocktail-

party-like problems. To be sure, for many animals, both the struc-

ture of acoustic signals and the behavior of signalers represent

adaptations that have evolved as a result of selection pressures

associated with ameliorating cocktail-party-like problems for re-

ceivers (reviewed in Brumm & Slabbekoorn, 2005; Klump, 2005;

Wiley, 2006). In this section, we focus exclusively on the receiver

side of things by reviewing literature related to the perceptual

processes that contribute to solving the cocktail party problem. The

cocktail party problem represents a specific example of the more

general task of auditory scene analysis (Bregman, 1990), which

refers to the processes that form coherent and functional perceptual

representations of distinct sound sources in the environment (Breg-

man, 1990; Hulse, 2002). In this section, we review some impor-

tant topics in auditory scene analysis and describe how they relate

to animal acoustic communication. We then show how several

processes that function in auditory scene analysis contribute to

solving the cocktail party problem in humans, and we illustrate

how these same mechanisms operate in nonhuman animals.
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Auditory Scene Analysis

Sequential and simultaneous integration. In his book on au-

ditory scene analysis, Bregman (1990) proposed an important

distinction between sequential integration and simultaneous inte-

gration. Sequential integration refers to the integration of tempo-

rally separated sounds from one sound source (e.g., syllables,

words; Figure 1A) into a coherent auditory stream and the segre-

gation of these sounds from other intervening and overlapping

sounds from other sources. Simultaneous integration refers to the

perceptual grouping of different, simultaneously occurring com-

ponents of the frequency spectrum (e.g., harmonics, speech for-

mants; Figure 1A) into a representation of a single sound source

and the segregation of these sounds from other concurrent sounds

in the environment. Integration and segregation are often regarded

as converse but complementary processes: When particular sound

elements are integrated together, they are also segregated from

other sounds (Bregman, 1990).
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Figure 1. Spectrograms (top traces) and oscillograms (bottom traces) of animal vocalizations. A: Human

speech (“Up to half of all North American bird species nest or feed in wetlands”) spoken by President George

W. Bush during an Earth Day celebration at the Laudholm Farm in Wells, Maine, on April 22, 2004 (courtesy

of “The George W. Bush Public Domain Audio Archive” at http://thebots.net/GWBushSampleArchive.htm). B:

“Phee” calls of the common marmoset, Callithrix jacchus (courtesy Rama Ratnam). C: Advertisement call of the

gray treefrog, Hyla chrysoscelis (recorded by Mark Bee). D: Song motif from a European starling, Sturnus

vulgaris (courtesy Lang Elliot). E: Portion of an advertisement call of the plains leopard frog, Rana blairi

(recorded by Mark Bee). Note that in all cases, the vocalizations consist of sequences of sound elements (e.g.,

syllables and words [A], call notes [B,E], pulses [C], and song syllables [D]), many of which are comprised of

simultaneous spectral components (e.g., harmonics), thus illustrating the potential necessity for sequential and

simultaneous integration, as illustrated in Panel A.
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The acoustic signals of nonhuman animals bear two general

similarities with human speech that are relevant to our discussion.

First, animal acoustic signals have gross temporal structure and

often comprise sequences of sounds (Figure 1B–E). Second, many

animal acoustic signals are harmonic (or quasi harmonic), meaning

that the frequencies of concurrent spectral components are (ap-

proximately) integer multiples of the fundamental frequency (F0)

(Figure 1B–E). Hence, in the context of animal acoustic commu-

nication, receivers may often face the two basic tasks of auditory

scene analysis described previously: (a) the temporally separated

sounds in a sequence of signal elements produced by the same

individual must be integrated over time and segregated from the

overlapping, interleaved, or alternating sound sequences from

other signalers, and (b) simultaneous sounds (e.g., harmonics) that

originate from the same individual must be perceptually grouped

together and segregated from the concurrent sounds from other

signalers.

Bottom-up and top-down processing. In humans, auditory

scene analysis involves both bottom-up and top-down processes

(reviewed in Bregman, 1990; Carlyon, 2004; Feng & Ratnam,

2000; Näätänen, Tervaniemi, Sussman, Paavilainen, & Winkler,

2001). Bottom-up mechanisms are stimulus driven, meaning that

they operate only or primarily on cues present in the acoustic

signal itself; they are largely automatic and obligatory, meaning

that they do not critically depend on attention (although this is

currently a disputed issue). In contrast, top-down processes depend

on a listener’s prior experience and expectations and thus involve

higher level cognitive processes, such as learning, memory, and

attention.

Many of the bottom-up mechanisms for auditory scene analysis

probably operate at relatively low levels of the auditory system and

may have arisen early in the evolution of vertebrate hearing (Fay

& Popper, 2000; Feng & Ratnam, 2000; Hulse, 2002; Lewis &

Fay, 2004; Popper & Fay, 1997). Spectral filtering and forward

suppression are examples of neural processes that may mediate

important bottom-up mechanisms in auditory scene analysis.

These neural processes are observed in diverse species including

monkeys (Fishman, Arezzo, & Steinschneider, 2004; Fishman,

Reser, Arezzo, & Steinschneider, 2001), birds (Bee & Klump,

2004, 2005), and even insects (Schul & Sheridan, 2006), and they

are already present at relatively low levels of the auditory system,

such as the mammalian cochlear nucleus (Pressnitzer, Micheyl,

Sayles, & Winter, 2007). These facts make it very likely that

bottom-up auditory scene analysis functions in vocal communica-

tion across diverse taxa.

On the other hand, top-down processes appear to operate on the

output of bottom-up processes occurring at lower levels of the

auditory system. The extent to which top-down processes are

involved in auditory scene analysis by nonhuman animals is an

interesting and important question that has not been addressed. For

example, compared to fish and frogs, we might expect the opera-

tion of top-down auditory scene analysis to be more prevalent in

birds and mammals, which have relatively more complex auditory

systems and for which various forms of vocal learning and vocally

mediated social recognition can play important roles in acousti-

cally mediated social behaviors (Hulse, 2002). However, the gen-

erality of such a statement could be questioned given that some

fish (Myrberg & Riggio, 1985) and frogs (Bee & Gerhardt, 2002)

also learn to recognize individuals by voice. In what follows, it

will be important to bear in mind that taxonomic differences

among nonhuman animals could be reflected in potentially differ-

ent contributions of top-down versus bottom-up processes to au-

ditory scene analysis.

Acoustic cues for sequential and simultaneous integration.

Due to the physics and biomechanics of sound production, the

sounds produced by a given source or individual are more likely to

share particular acoustic properties in common than are the sounds

produced by different sources or individuals (Bregman, 1990,

1993; Cusack & Carlyon, 2004). Auditory systems appear to

evolve to exploit these cues in the analysis of acoustic scenes. As

described later, sounds that share common properties are more

likely to be integrated together by the auditory system (i.e., com-

monalities promote integration). When properties differ enough

between sound elements, they probably arose from different

sources (or individuals), and these elements are more likely to be

assigned to different auditory objects or streams (i.e., differences

promote segregation). In humans, some of the acoustic properties

of sound that play important roles in auditory scene analysis

include fundamental frequency (F0) and harmonic relationships

among spectral components (harmonicity), temporal onsets/

offsets, timbre, and patterns of amplitude modulation (reviewed in

Bregman, 1990, 1993; Cusack & Carlyon, 2004; Darwin & Car-

lyon, 1995; Moore & Gockel, 2002). Much of what follows fo-

cuses on demonstrating how humans and other animals exploit

cues related to these three acoustic properties in auditory scene

analysis and in solving the cocktail party problem.

Integrating and Segregating Sequential Sounds: Auditory

Streaming

In a cocktail-party-like environment, human listeners must per-

ceptually segregate the sequences of speech sounds (e.g., syllables,

words) spoken by different individuals. In other words, the audi-

tory system must treat sounds emitted at different times by a given

source as part of the same ongoing “stream,” while at the same

time separating those sounds from temporally adjacent sounds

arising from other sources. Although these two processes involve

stream integration and stream segregation, respectively, the pro-

cesses that result in the formation of auditory streams are often

referred to broadly as auditory streaming (Carlyon, 2004).

Auditory streaming can be easily demonstrated and studied in

humans using stimulus sequences that consist of two tones of

different frequencies, A and B, played in a repeating sequence,

such as ABAB. . . or ABA–ABA–. . . (where – represents a silent

gap; Figure 2A,B). The typical stimulus parameters of interest in

such studies are the frequency separation (�F) between the A and

B tones and the tone repetition time (TRT), which depends on tone

duration and the intertone interval. When �F is relatively small

(e.g., 1 semitone, or about 6%) and TRT relatively long (e.g., 5

tones/s), the percept is that of a single, coherent stream of one tone

sequence that alternates in pitch (Figure 2A). In contrast, if �F is

large (e.g., 10 semitones, or about 78%) and TRT is not too long,

the percept becomes that of two separate streams corresponding to

two separate sequences of A and B tones (Figure 2B). In this

situation, the sensation of pitch alternation is lost, because the

tones in each stream have a constant frequency and only one of the

two streams can be attended at any time. These observations,

which were initially reported by Miller and Heise (1950), have
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been confirmed and further investigated in many subsequent stud-

ies (reviewed in Bregman, 1990; Carlyon, 2004; Moore & Gockel,

2002).

Although highly stereotyped and simple, repeating two-tone

sequences capture some essential features of the perceptual orga-

nization of more complex sound sequences. In particular, they

illustrate the phenomenon of stream integration, whereby sounds

are perceptually grouped or bound across time, yielding the per-

cept of a coherent auditory stream that can be followed over time

as a single entity. Two-tone sequences also serve to illustrate the

converse phenomenon of stream segregation, whereby temporally

proximal elements (e.g., the A and B tones in a sequence) are

perceptually segregated, resulting in the perception of multiple

streams of sounds that occur simultaneously and can be listened to

selectively. In addition, with a proper choice of parameters, re-

peating tone sequences can be used to investigate top-down influ-

ences on the formation of auditory streams. Indeed, there is a

relatively wide range of �Fs and TRTs where the percept of one

versus two streams depends on attentional factors (Carlyon, Cu-

sack, Foxton, & Robertson, 2001; Carlyon, Plack, Fantini, &

Cusack, 2003; Cusack, Deeks, Aikman, & Carlyon, 2004;

Pressnitzer & Hupe, 2006; van Noorden, 1975). However, the

influence of attention is also limited; under some stimulus condi-

tions, the percept switches back and forth between one and two

streams despite the listener’s efforts to maintain a percept of either

integrated or segregated streams (Pressnitzer & Hupe, 2006; van

Noorden, 1975).

Auditory streaming and auditory detection, discrimination, and

recognition. There is often a relationship between listeners’ per-

formance in auditory perception tasks involving sound sequences

and the listeners’ perception of those sound sequences as either

integrated or segregated streams. For example, the identification of

a temporal sequence of sounds, such as a melody, is facilitated by

stimulus manipulations that promote its perceptual segregation

from another, temporally interleaved sequence, such as presenting

the melody to different ears, in a different frequency range, or with

notes differing in timbre (Bey & McAdams, 2002, 2003; Cusack &

Roberts, 2000; Dowling & Fujitani, 1971; Dowling, Lung, &

Herrbold, 1987; Hartmann & Johnson, 1991; Iverson, 1995; Vlie-

gen & Oxenham, 1999). Similar findings hold for interleaved

sequences of synthetic vowels generated using different F0s or

simulated vocal-tract sizes (Gaudrain, Grimault, Healy, & Bera, in

press; Tsuzaki, Takeshima, Irino, & Patterson, 2007). In general,

the detection or discrimination of certain target sounds among

other interfering sounds is facilitated under conditions that pro-

mote the perceptual segregation of targets from interferers, espe-

cially if targets and interferers share some subset of features in

common that could otherwise cause them to be confused with each

other (Gockel, Carlyon, & Micheyl, 1999; Micheyl & Carlyon,

1998; Micheyl, Carlyon, Cusack, & Moore, 2005) or when they

vary rapidly and unpredictably over time (Kidd, Mason, & Arbo-

gast, 2002; Kidd, Mason, & Dai, 1995; Kidd, Mason, Deliwala,

Woods, & Colburn, 1994; Micheyl, Shamma, & Oxenham, 2007).

Conversely, there are some situations in which stream integration

may be more advantageous than segregation. For instance, perfor-

mance in the perception of the temporal order between consecutive

sounds is usually higher when these sounds are perceived as part

of a single stream (Bregman & Campbell, 1971; Brochard, Drake,

Botte, & McAdams, 1999; Roberts, Glasberg, & Moore, 2002;

Vliegen, Moore, & Oxenham, 1999).

Acoustic cues for auditory streaming. Sequences of alternat-

ing pure tones have helped to uncover some of the acoustic cues,

such as �F and TRT, that determine whether successive sounds are

likely to be integrated into a single stream or segregated into

different streams (reviewed in Moore & Gockel, 2002). Recent

neurophysiological studies have investigated these and other cues

to discover where auditory streaming occurs in the brain (reviewed

in Micheyl, Carlyon, et al., 2007). In highlighting the major role of

tonotopic organization in promoting stream segregation, these

neurophysiological studies are consistent with the so-called chan-

neling theory of stream segregation (Beauvois & Meddis, 1996;

Hartmann & Johnson, 1991). According to this theory, sounds that

excite largely overlapping sets of peripheral filters (or tonotopic

channels) tend to be heard as the same stream, whereas sounds that

excite essentially nonoverlapping peripheral filters tend to be

heard as different streams. Recent psychophysical studies, how-

ever, suggest that humans can even perceptually segregate sounds

that excite the same peripheral channels into separate auditory

streams based on difference in timbre and modulation rates (Gri-
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Figure 2. Schematic spectrograms illustrating experimental stimuli for

investigating auditory streaming and simultaneous integration and segre-

gation. A: An “ABA–ABA–. . .” tone sequence with a small difference in

frequency (�F) between the A and B tones and a long tone repetition time

(TRT); such a sequence would be perceived as a single, integrated stream

of alternating tones with a galloping rhythm. B: An “ABA–ABA–. . .” tone

sequence with a large �F and a short TRT; such a sequence would be

perceived as two segregated streams, each with an isochronous rhythm.

The dashed lines in Panels A and B indicate the percept (one vs. two

streams, respectively). C: Three harmonic tone complexes showing a

“normal” tone complex (left), a tone complex with a mistuned second

harmonic (middle), and a tone complex with an asynchronous second

harmonic that begins earlier than other the harmonics. In the later two

cases, the second harmonic would likely be segregated from the rest of the

integrated tone complex.

5COCKTAIL PARTY PROBLEM IN ANIMAL COMMUNICATION

AQ: 4

AQ: 5

tapraid5/zct-com/zct-com/zct00108/zct2082d08g sangreyj S�5 1/18/08 20:57 Art: 2008-0258



AP
A 

PR
O

O
FS

mault, Bacon, & Micheyl, 2002; Grimault, Micheyl, Carlyon,

Arthaud, & Collet, 2000; Vliegen et al., 1999; Vliegen & Oxen-

ham, 1999). These findings have led to the suggestion that the

auditory system takes advantage of any sufficiently salient percep-

tual difference between consecutive sounds to separate those

sounds into different streams (Moore & Gockel, 2002).

Studies of auditory stream segregation in nonhuman animals.

When sequences of repeated ABA– tone triplets are heard as a

single stream, it evokes a distinctive galloping rhythm (Figure 2A);

however, when the A and B tones perceptually split into two

separate streams, this galloping rhythm is lost, and one hears two

streams with isochronous tempi, one (A–A–A–A–. . .) three times

faster than the other (–B–––B–––. . .; Figure 2B). Using the ABA–

stimulus paradigm (Figure 2A, B) and operant conditioning tech-

niques, MacDougall-Shackleton, Hulse, Gentner, and White

(1998) took advantage of this perceived difference in rhythm

between integrated and segregated streams to ask whether Euro-

pean starlings (Sturnus vulgaris) experienced stream segregation.

After training starlings to discriminate between galloping and

isochronous rhythms using single-frequency tone sequences,

MacDougall-Shackleton et al. (1998) determined the probability

that the birds would report hearing the repeating ABA– tones as a

galloping sequence (one stream) or as isochronous sequences (two

streams) as a function of increasing �F between the A and B tones.

At large �Fs, the birds more often reported hearing two streams.

This result is important because it is consistent with observations

in humans and provides strong evidence that at least one songbird

also experiences the phenomenon of frequency-based stream seg-

regation. Bee and Klump (2004, 2005) demonstrated neural cor-

relates of these effects in starlings in a tonotopically organized area

of the avian forebrain (field L2) that is the homologue of mam-

malian primary auditory cortex (for related work in macaque

monkeys, see Fishman et al., 2001, 2004; Micheyl, Tian, Carlyon,

& Rauschecker, 2005). Fay (1998, 2000) has reported generally

similar findings on stream segregation using a classical condition-

ing paradigm with the goldfish (Carassius auratus).

Further indications that auditory streaming is experienced by

nonhuman animals stems from experiments in which subjects were

given a task in which performance was dependent on successful

stream segregation. For example, Izumi (2001) measured the per-

formance of Japanese macaques (Macaca fuscata) in the discrim-

ination of short melodies in the absence or presence of interleaved

distractor tones, which either did or did not overlap the melody in

frequency. Note that this experiment is analogous to previous

interleaved-melody recognition experiments in humans (Bey &

McAdams, 2003; Dowling & Fujitani, 1971; Dowling et al., 1987;

Vliegen & Oxenham, 1999). The results showed that the monkeys,

like humans, were better at identifying the target melody when the

distractor tones did not overlap spectrally with the target tones.

Auditory streaming and animal acoustic communication. Do

animals that acoustically communicate in groups require the ability

to perceptually integrate and segregate auditory streams? Here, we

outline just two examples (out of many possible examples) for

which we think auditory streaming could be at work. Consider first

the case of song overlap in some songbirds (Naguib, 2005). During

agonistic interactions, male songbirds can signal a high level of

aggression or willingness to escalate the encounter by overlapping

the songs of their opponents, whereas alternating songs indicates a

relatively lower level of aggression (Dabelsteen, McGregor, Hol-

land, Tobias, & Pedersen, 1996, 1997; Naguib, 1999). Eavesdrop-

ping males and females that listen in on such sequences of song

interactions in a communication network respond differently to-

ward males that overlap their opponents’ songs and males that

either were overlapped or alternated with their opponent (Naguib,

Fichtel, & Todt, 1999; Naguib & Todt, 1997; Otter et al., 1999;

Peake, Terry, McGregor, & Dabelsteen, 2001, 2002). For eaves-

droppers, determining which song elements were produced by

different males in the interaction could be a case of auditory

streaming in action: song elements from each bird would presum-

ably have to be integrated together over time and segregated from

the song elements of the other bird. The question of what sorts of

spectral, temporal, and spatial (including distance) cues promote

auditory streaming in eavesdroppers is an important one that has

not been addressed.

A second example of acoustic signaling in groups that could

involve auditory streaming involves signal timing interactions in

frogs. These interactions range from near synchrony to complete

alternation (see Figure 3), and they play important roles in female

mate choice (Gerhardt & Huber, 2002; Grafe, 2005). In some

species, such as the Kuvangu running frog (Kassina kuvangensis),

two neighboring males can even precisely interdigitate the notes of

K. cassinoides – call alternation
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Figure 3. Spectrograms illustrating the diversity of call timing interac-

tions in five species of frogs in the African genus Kassina (Grafe, 2005).

A: Call alternation. B: Entrainment with occasional overlap. C: Synchrony.

D: Entrainment with alternating calls. In each panel, the calls of two

different males are labeled as “A” and “B.” Note the general similarity

between the alternating calls in Panel D and the artificial ABA– tone

sequences depicted in Figure 2.

6 BEE AND MICHEYL

F3

AQ: 21

tapraid5/zct-com/zct-com/zct00108/zct2082d08g sangreyj S�5 1/18/08 20:57 Art: 2008-0258



AP
A 

PR
O

O
FS

their calls (Figure 3D). Processes related to auditory streaming

might be important in allowing females to choose one of the two

signaling males. Note that the artificial ABA– and ABAB stimulus

paradigms used to investigate auditory stream segregation in hu-

mans and starlings bear striking similarities to real-world problems

for these particular frogs (cf. Figure 2 A, B and Figure 3). Could

the cues for auditory streaming in humans and starlings identified

using the ABA– paradigm also play a role in mate choice in frogs?

The important points to take from this section on the integration

and segregation of sound sequences are the following: (a) diverse

animal groups—for example, fish, songbirds, nonhuman pri-

mates—experience auditory streaming similar to that reported for

humans using simple tone sequences; and (b) there are real-world

examples of acoustic signaling interactions for which auditory

streaming could be important. Thus far, however, few studies have

investigated auditory streaming in the context of animal acoustic

communication. One recent study of a katydid (Neoconocephalus

retusus) suggested that spectral and temporal cues may allow them

to segregate mating signals from the echolocation calls of preda-

tory bats (Schul & Sheridan, 2006). An earlier study of the gray

treefrog (Hyla versicolor) by Schwartz and Gerhardt (1995) sug-

gested that a common spatial origin of sound elements comprising

the pulsed advertisement call could contribute to call recognition

via stream integration. Work by Farris et al. (Farris, Rand, & Ryan,

2002, 2005) on the túngara frog (Physalaemus pustulosus) sug-

gested, however, that female frogs may in some cases be very

permissive of large spatial separations when integrating temporally

distinct signal elements across time.

We believe investigating the role of auditory streaming in ani-

mal acoustic communication is important, because streaming may

directly relate to mechanisms that make possible certain functional

behaviors in some animals, such as eavesdropping, mate choice,

and predator detection. One important goal for future studies

should be to ask whether and to what extent humans and other

animals exploit the same acoustic cues in the formation of auditory

streams and how mechanisms for exploiting these cues function in

the acoustic signaling systems of nonhuman animals.

Integrating and Segregating Simultaneous Sounds

In a cocktail-party-like environment, human listeners not only

must form auditory streams of speech that can be followed through

time but also must perceptually integrate the simultaneous sounds

originating from one person’s voice (e.g., harmonics and speech

formants) and segregate these from the concurrent sounds of other

talkers. Here, we focus on three acoustic cues—harmonicity, onset

synchrony, and common amplitude modulation—that produce po-

tent perceptual effects in humans and are often regarded as the

most important cues for promoting the integration and segregation

of concurrent sounds. There is a strong intuitive appeal to assign-

ing important roles to spatial information and source localization

in perceptually segregating concurrent sounds. Studies of humans

generally suggest, however, that spatial cues are probably rela-

tively weak cues for the perceptual integration and segregation of

concurrent sounds compared to other cues, such as harmonicity or

onset synchrony (e.g., Culling & Summerfield, 1995; Darwin,

2006; Hukin & Darwin, 1995). In fact, there are many examples of

the influence of spatial cues being overridden by other (acoustic)

cues. A dramatic example of this is provided by Deutsch’s octave

illusion (Deutsch, 1974), wherein sequences of alternating tones

presented simultaneously to the two ears are organized perceptu-

ally based on frequency proximity rather than by ear of presenta-

tion. We return to the role of spatial cues in our discussion of

spatial release from masking (see later discussion).

Harmonicity. Humans typically hear harmonic complex tones

as a single fused sound with a unitary pitch corresponding to the

F0, rather than as a series of separate pure tones with different

pitches (Figure 2C, left). “Mistuning” one spectral component in

an otherwise harmonic complex by more than about 2%–3%,

however, causes it to “pop out,” so that listeners hear two simul-

taneous sounds: a complex tone and a separate pure tone corre-

sponding to the mistuned harmonic (Figure 2C, middle; Darwin,

Ciocca, & Sandell, 1994; Hartmann, McAdams, & Smith, 1990;

Moore, Glasberg, & Peters, 1986) . These two observations sug-

gest that the auditory system takes advantage of harmonicity (i.e.,

common F0) for grouping together simultaneous spectral compo-

nents that probably arose from the same source and for separating

those components from inharmonically related components, which

probably arose from a different source. Although this conclusion

has been qualified by Roberts and colleagues (Roberts & Bailey,

1996a, 1996b; Roberts & Brunstrom, 1998, 2001), who have

shown in a series of elegant studies that the perceptual fusion of

spectral components depends on regular spectral spacing rather

than harmonicity per se, most natural sounds with evenly spaced

spectral components are likely to be also harmonic or quasi har-

monic.

In humans, differences in F0, and thus inharmonic relationships

among spectral components, usually result in substantial improve-

ments in the identification of concurrent speech sounds, ranging

from whole sentences (Brokx & Nooteboom, 1982) to isolated

vowels (Culling & Darwin, 1993; de Cheveigne, McAdams, La-

roche, & Rosenberg, 1995; Scheffers, 1983; Summerfield & Ass-

mann, 1991; Zwicker, 1984). In the latter case, the effect is

unlikely to be mediated by perceived segregation because it occurs

over a range of F0 separations that are too small to evoke a percept

of two separate sources (Assmann & Summerfield, 1994; Culling

& Darwin, 1994). Another line of evidence for the beneficial

influence of F0 differences on the perceptual segregation of con-

current sounds comes from findings that listeners can more easily

identify and finely discriminate the pitch of a target harmonic

complex mixed together with another complex (or interferer), if

the two complexes have different F0s than if their F0s are similar.

These benefits of differences in F0, which hold whether the target

and interferer occupy the same (Beerends & Houtsma, 1986, 1989;

Carlyon, 1996; Micheyl, Bernstein, & Oxenham, 2006) or distinct

(Gockel, Carlyon, & Plack, 2004; Micheyl & Oxenham, 2007)

spectral regions, probably contribute to why it is intuitively (and

objectively) easier to follow a female speaker in the presence of a

male interferer (or vice versa) than when the target and interferer

are both of the same gender and thus more likely to have similar

F0s. Thus, overall, many results in the human psychophysical

literature indicate that differences in F0 provide powerful cues for

the perceptual separation of concurrent harmonic sounds, whereas

a common F0 and harmonic relationships (or common spectral

spacing) among spectral components promote perceptual fusion

(reviewed in Darwin & Carlyon, 1995).

Onset synchrony. Frequency components that start and end at

the same time tend to be perceptually grouped together, whereas
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components that start at (sufficiently) different times tend to be

heard as separate sounds (Figure 2C, right; reviewed in Darwin &

Carlyon, 1995). For instance, Bregman and Pinker (1978) showed

that listeners tended to “hear out” the two spectral components of

a two-tone complex as separate tones when they were asynchro-

nous. More objective evidence that onset asynchronies can greatly

facilitate the selective extraction of information from a target

sound in the presence of another sound comes from findings that

listeners can more accurately perceive (i.e., identify or discrimi-

nate) the pitch of a complex tone (target) in the presence of another

complex tone (interferer), if the target tone starts later and ends

earlier than the interferer. This effect has been observed when the

target and interferer sounds occupied either the same spectral

region (Micheyl et al., 2006) or nonoverlapping spectral regions

(Gockel et al., 2004; Micheyl & Oxenham, 2007).

The influence of onset synchrony as an auditory grouping cue in

speech perception was demonstrated in several elegant studies by

Darwin and colleagues (Ciocca & Darwin, 1993; Darwin, 1984;

Darwin & Ciocca, 1992; Darwin & Hukin, 1998; Darwin &

Sutherland, 1984; Hill & Darwin, 1996; Hukin & Darwin, 1995).

In particular, these authors showed that the phonemic identity of a

synthetic vowel could be altered by making one of the harmonics

close to a formant peak start earlier than the others. This result was

interpreted as indicating that an asynchronous onset promoted the

perceptual segregation of the temporally shifted component from

the rest of the vowel, resulting in a shift of the perceived frequency

of the formant peak closest to the perceptually removed compo-

nent.

Common amplitude modulation. Sounds in the real world are

often broadband and fluctuate in level, that is, they are amplitude

modulated (Richards & Wiley, 1980; Singh & Theunissen, 2003).

In addition, these amplitude modulations may often be correlated

in time across different regions of the frequency spectrum (Klump,

1996; Nelken, Rotman, & Bar Yosef, 1999). Studies of two phe-

nomena known as comodulation masking release (CMR; Hall,

Haggard, & Fernandes, 1984) and comodulation detection differ-

ence (CDD; McFadden, 1987) indicate that the human auditory

system is able to exploit correlated envelope fluctuations across

the frequency spectrum (i.e., comodulation) to improve the detec-

tion of signals presented with concurrent masking noise (reviewed

in Hall, Grose, & Mendoza, 1995; Langemann & Klump,; Verhey,

Pressnitzer, & Winter, 2003).

Two experimental paradigms have been used to investigate

CMR in humans (Verhey et al., 2003). In the band-widening

paradigm (Figure 4A), the bandwidth of a bandpass noise centered

on the frequency of the target tone is varied between a narrow

bandwidth (e.g., within a single auditory filter) and much wider

bandwidths (e.g., spanning multiple auditory filters). At narrow

bandwidths, signal detection thresholds are generally similar in the

presence of comodulated and unmodulated maskers. As the band-

width is increased beyond the critical bandwidth of the auditory

filter centered on the target tone, however, signal detection thresh-

olds become lower (i.e., signal detection is easier) in the presence

of comodulated noise (Figure 4A) but remain fairly constant in

unmodulated noise, even though the overall levels of the two types

of maskers are the same. Hence, in the band-widening paradigm,

the benefits in signal detection in comodulated noise are most

pronounced when the bandwidth of the masker is sufficiently wide

to span multiple auditory filters (reviewed in Verhey et al., 2003).

A second approach to investigate CMR—the flanking band para-

digm (Figure 4B)—uses a masker comprising a narrowband noise

centered on the frequency of the target tone (the on-signal band)

and one or more narrowband noises (flanking bands) spectrally

located at frequencies remote from that of the target signal and

on-signal band. Typically, flanking bands have center frequencies

that fall outside of the critical bandwidth of the auditory filter

centered on the target signal. In this paradigm, signal detection

thresholds are typically lower when the on-signal band and the

flanking bands have comodulated envelopes compared to condi-

tions in which their envelopes fluctuate independently (reviewed

in Verhey et al., 2003). Studies of CDD use a generally similar

flanking band paradigm with two exceptions: (a) the target signal

is a modulated narrow band of noise and not a tone, and (b) there

is no on-signal masking band. In studies of CDD (reviewed in

Langemann & Klump, ), thresholds for detecting the narrowband

noise signal are lower when the flanking bands all share a common

envelope that is different from that of the signal. Thresholds are

higher either when the signal envelope is correlated with the

comodulated flanking bands or when the signal and all flanking

bands have independently fluctuating envelopes. What these stud-

ies of CMR and CDD demonstrate is that the human auditory

system is sensitive to temporal correlations in amplitude fluctua-

tion across the frequency spectrum.

One hypothesis for improved signal detection when signal en-

velopes fluctuate independently of a comodulated masker is that

common amplitude modulations across the spectrum of the masker

promote the across-channel integration of masker energy into an

auditory object that is distinct from the independently fluctuating

signal. Although there is evidence to support this hypothesis for

CMR (Verhey et al., 2003), within-channel processes unrelated to

narrowband noise broadband noise

uncorrelated flanking band comodulated flanking band

tone signal

masking noise

on-signal masker

f lanking band masker

a Band-widening Paradigm

b Flanking Band Paradigm
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Figure 4. Schematic spectrograms illustrating experimental paradigms

for investigating comodulation masking release (CMR) for detecting a

short tone signal. A: The band-widening paradigm showing a modulated

narrowband noise (left) and a modulated broadband noise (right). B: The

flanking band paradigm showing the on-signal masker, the flanking band

masker, and either the uncorrelated condition (left) or the comodulated

condition (right). In the schematic examples depicted here, the magnitude

of CMR would be greater in the conditions illustrated in the right panel for

both paradigms.
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auditory grouping may be more important in CDD (Buschermöhle,

Feudel, Klump, Bee, & Freund, 2006). Moreover, the extent to

which processes related to CMR and CDD play a role in speech

perception in cocktail-party-like environments is not yet clear.

Early studies suggested that CMR-like processes might play a role

in speech detection but probably contributed little to speech intel-

ligibility at suprathreshold levels (Festen, 1993; Grose & Hall,

1992). More recent work, however, suggests that CMR-like pro-

cesses might also contribute to speech recognition (Kwon, 2002).

The debates about whether CMR and CDD share common under-

lying across-channel mechanisms and whether these phenomena

contribute more to signal detection than signal recognition go

beyond this review. The important question for our purposes is

whether processes related to CMR and CDD might operate simi-

larly in humans and nonhuman animals and contribute to acoustic

signal perception in nonhuman animals.

Studies of integrating and segregating simultaneous sounds in

nonhuman animals. Only a few studies have specifically ad-

dressed whether the acoustic cues that promote auditory grouping

and segregation of concurrent sounds in humans also function in

the acoustic communication systems of nonhuman animals. Play-

back studies with bullfrogs (Rana catesbeiana; Simmons & Bean,

2000) and cotton-top tamarins (Saguinus oedipus; Weiss &

Hauser, 2002), for example, suggest that harmonicity could be an

important cue in the perception of vocal communication signals in

these species. Geissler and Ehret (2002) demonstrated in mice

(Mus musculus) that onset synchrony between the harmonics in

pup wriggling calls were important in allowing mothers to form

coherent auditory objects of these vocalizations.

To our knowledge, no study of nonhuman vertebrates has di-

rectly investigated CMR or CDD in the context of how receivers

perceive acoustic communication signals. Traditional psychophys-

ical experiments, however, have revealed that at least one well-

studied songbird experiences magnitudes of CMR and CDD sim-

ilar to those reported for humans. Klump and Langemann (1995)

used operant conditioning techniques and the band-widening par-

adigm to show that starlings (S. vulgaris) experience a mean CMR

of about 11 dB in a tone detection task, which was similar to that

reported in a similar study of humans (e.g., Schooneveldt &

Moore, 1989). Klump and Nieder (2001) later reported neural

correlates of these findings based on recordings from the starling

forebrain (field L2). As in humans, starlings also experienced

CMR in a flanking band paradigm (Langemann & Klump, 2001),

and neural correlates of CMR using this paradigm have also been

found in the responses of starling forebrain neurons (Hofer &

Klump, 2003; Nieder & Klump, 2001). Starlings also experience a

magnitude of CDD similar to that found in humans (Langemann &

Klump, ), and, not surprisingly perhaps, correlates of CDD can be

found in the responses of starling forebrain neurons (Bee,

Buschermöhle, & Klump, ; Buschermöhle et al., 2006). A CDD

effect similar to that observed in humans has also been reported in

a recent study of the hooded crow (Corvus corone cornix; Jensen,

2007).

Studies of CMR in nonhuman animals have not been limited to

birds. At a behavioral level, CMR has also been demonstrated in

the Mongolian gerbil (Meriones unguiculatus; Klump, Kittel, &

Wagner, 2001). Improvements in signal detection related to CMR

have been demonstrated at a neurophysiological level in the audi-

tory systems of leopard frogs (R. pipiens; Goense, 2004), guinea

pigs (Cavia porcellus; Neuert, Verhey, & Winter, 2004), and cats

(Felis catus; Nelken, Jacobson, Ahdut, & Ulanovsky, 2000;

Nelken et al., 1999). Together, these studies of CMR and related

phenomena suggest that nonhuman vertebrates across a range of

taxa possess neural mechanisms that could function to exploit

common amplitude modulations across the frequency spectrum of

masking noises to improve signal perception. We are aware of only

one study that has investigated CMR-related effects in the context

of acoustic communication in invertebrates. In that study,

Ronacher and Hoffmann (2003) found little evidence for the

operation of CMR-like processes in the phonotaxis response of

male grasshoppers (Chorthippus biguttulus) to female stridulation

signals. Could this represent a difference in signal-processing

strategies between insects and vertebrates?

Additional studies of the roles of harmonicity and onset syn-

chrony in the acoustic communication systems of nonhuman ani-

mals would make valuable contributions to our understanding of

the extent to which these acoustic cues function in the integration

and segregation of the concurrent sound elements comprising

acoustic communication signals (Figure 1B–E). Future studies that

quantify the modulation statistics of the natural acoustic scenes in

which animals communicate (e.g., Nelken et al., 1999; Singh &

Theunissen, 2003) and test the hypothesis that common amplitude

modulations could be exploited to improve signal detection and

recognition would also make valuable contributions to our under-

standing of the mechanisms of acoustic signal perception in non-

human animals.

Spatial Release From Masking

Intuitively, it would seem that the integration and segregation of

both sequential and simultaneous sounds could be as easy as

assigning interleaved or concurrent sounds to the different loca-

tions in space corresponding to the positions of different sound

sources. It is surprising, however, that many human psychoacous-

tic studies have now shown that spatial cues related to interaural

time differences (ITDs) or interaural level differences (ILDs) play

a relatively weak role in perceptual integration and segregation

compared to other cues (e.g., Culling & Summerfield, 1995; Dar-

win, 2006; Hukin & Darwin, 1995). This is not to say, however,

that spatial cues play no role in solving the cocktail party problem.

In humans, speech intelligibility under cocktail-party-like listening

conditions is improved when there is spatial separation between a

source of target speech and interfering sources of speech or

speechlike masking noise (Bronkhorst, 2000; Freyman, Balakrish-

nan, & Helfer, 2001; Hawley, Litovsky, & Culling, 2004; Shinn-

Cunningham et al., 2005; Shinn-Cunningham, Schickler, Kopco,

& Litovsky, 2001). For example, compared to conditions in which

sources of target speech and interfering speech or noise with the

spectrum and envelope modulations of speech are presented from

the same frontal direction, listeners experience a 6–10 dB “re-

lease” from masking when the masker is displaced 90° lateral to

the signal in speech recognition tasks (Bronkhorst, 2000). This

general phenomenon is known as spatial release from masking or

spatial unmasking.

Spatial release from masking of speech can result from three

causes under binaural listening conditions (Bronkhorst, 2000;

Shinn-Cunningham et al., 2005). First, when the masker is dis-

placed in azimuth relative to a frontally presented signal, the head
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creates a sound shadow that attenuates the level of the masker at

one ear (the so-called best ear for listening) and results in ILDs for

the masker but not the signal. Second, the displacement of the

masker to one side of a frontally presented signal creates ITDs in

the arrival of the masker, but not the signal, at the two ears.

Finally, the locations from which the listener actually perceives the

signal and masker as originating can influence the magnitude of

spatial unmasking through processes thought to be related to

spatial attention (Freyman et al., 2001; Shinn-Cunningham et al.,

2005). For our purposes, it is important to note that the magnitudes

of ITDs and ILDs vary directly with head size. Given that humans

are notable for their large heads compared to most animals, should

we expect nonhuman animals to experience magnitudes of spatial

release from masking similar to those experienced by humans?

Current evidence suggests that this is often the case.

Studies of spatial unmasking in nonhuman animals. A few

studies have used traditional psychophysical techniques to inves-

tigate spatial unmasking in animals. In a study of budgerigars

(Melopsittacus undulates), Dent et al. (Dent, Larsen, & Dooling,

1997) reported a maximum spatial release from masking of about

10 dB when a target tone and masking noise were separated by

90°. Similar findings have also been reported for ferrets (Mustela

putorius; Hine, Martin, & Moore, 1994). Holt and Schusterman

(2007) recently reported results from a study of spatial unmasking

of airborne sounds in the harbor seal (Phoca vitulina) and the

California sea lion (Zalophus californianus). Depending on the

frequency of the tone signal, the magnitude of spatial unmasking

when an octave-band noise centered on the tone frequency was

separated by 90° ranged from 8.5 to 19.0 dB and �1.3 to 11.7 dB

in the harbor seal and sea lion, respectively. The magnitude of

spatial release from masking in harbor seals for detecting airborne

sounds was slightly larger than that previously reported in a study

of underwater spatial unmasking in this species (Turnbull, 1994).

Ison and Agrawal (1998) used a reflex modification technique to

demonstrate spatial release from masking in the mouse (M. mus-

culus) but did not report the magnitude of masking release (in dB).

One particularly interesting recent study demonstrated that humans

experience spatial release from masking in a task in which listeners

were required to identify zebra finches (Taeniopygia guttata) by

their individually distinct songs in the presence of an artificial

zebra finch chorus (Best, Ozmeral, Gallun, Sen, & Shinn-

Cunningham, 2005). It would be interesting to know how the

performance of zebra finches compares to that of humans in the

same task. More generally, it will be important to investigate in

future studies how the performance of animals in relatively simple

tone detection tasks compares with their performance in spatial

unmasking tasks that require the detection and recognition of

conspecific communication signals.

Two studies have used phonotaxis assays to estimate the mag-

nitude of spatial unmasking in the context of acoustic communi-

cation in frogs. In a study by Schwartz and Gerhardt (1989) of

green treefrogs (H. cinerea), females were required to behaviorally

discriminate between attractive advertisement calls and less attrac-

tive aggressive calls separated by 180°o around the perimeter of a

circular test arena. In separate conditions, the positions of two

broadband (0.1–10 kHz) noise sources were such so that either one

noise source was located next to each signal speaker or each noise

source was located 45° from each signal speaker or 90° lateral to

both signal speakers and on opposite sides of the arena (180°

apart). The maximum magnitude of spatial release from masking

reported in this study was about 3 dB for signal detection, but there

was little evidence to suggest a spatial release from masking in call

discrimination. More recently, Bee (in press) reported a 6–12 dB

release from masking in the gray treefrog (H. chrysoscelis) when

a steady-state masker with the spectrum of a natural breeding

chorus was located 90° lateral to a speaker broadcasting target

advertisement calls compared to a condition in which the signal

and chorus-shaped noise were separated by only 7.5°. These re-

sults for gray treefrogs are similar to what might have been

predicted based on neurophysiological studies of the northern

leopard frog (R. pipiens) in which the magnitude of spatial release

from masking observed in neural signal detection thresholds was

about 9 dB in the inferior colliculus (torus semicircularis), which

receives binaural inputs (Lin & Feng, 2003; Ratnam & Feng,

1998).

Together, these studies of animals suggest that spatial release

from masking is not at all unique to humans. The behavioral and

neurophysiological studies of frogs indicate that spatial release

from masking could function in the context of acoustic communi-

cation and, thus, could be one important process that allows some

nonhuman animals to cope with cocktail-party-like problems. For

frogs (Gerhardt & Bee, 2006; Gerhardt & Huber, 2002) and

perhaps birds (Klump & Larsen, 1992; Larsen, Dooling, & Mich-

elsen, 2006), the internal coupling of the two inner ears and the

operation of pressure-difference systems probably compensate for

some of the limitations on directional hearing that would otherwise

result from a small head size. Ronacher and Hoffmann (2003)

found little evidence for spatial release from masking in a study of

the grasshopper (C. biguttulus). Hence, there are potentially inter-

esting taxonomic differences in the operation of spatial release

from masking in the context of acoustic communication.

It is also worth making explicit here that an approaching using

one or a limited number of masking noise sources in highly

controlled laboratory studies of spatial unmasking does not wholly

reflect the real-world listening conditions that many animals face.

Nevertheless, such an approach almost certainly engages percep-

tual mechanisms that are important for solving cocktail-party-like

problems in nature. Moreover, this approach constitutes an impor-

tant and often necessary first step toward understanding the role of

spatial unmasking in solving the cocktail party problem.

Why Should Animal Behaviorists Study the Cocktail

Party Problem?

As the studies cited in the previous sections indicate, humans

and some nonhuman animals probably face similar problems and

use similar solutions when it comes to perceiving acoustic signals

in noisy social environments comprised of groups of simulta-

neously signaling individuals. Given the interest among animal

behaviorists in acoustic signaling interactions in groups, studies of

auditory scene analysis and the cocktail party problem have prob-

ably received less attention than is warranted (Hulse, 2002). We

believe there are excellent reasons why animal behaviorists should

study the cocktail party problem.

Evolutionary Diversity in Sensory Mechanisms

Understanding the mechanistic causes of behavior has long been

an important goal of animal behavior research (Tinbergen, 1963).

10 BEE AND MICHEYL

tapraid5/zct-com/zct-com/zct00108/zct2082d08g sangreyj S�5 1/18/08 20:57 Art: 2008-0258



AP
A 

PR
O

O
FS

Indeed, studies of the mechanisms of signal production and per-

ception have a long and rich history in the study of animal

communication (Bradbury & Vehrencamp, 1998). The mecha-

nisms of auditory scene analysis, the sensory solutions to cocktail-

party-like problems, and their role in animal acoustic communi-

cation represent opportunities for future research that will almost

certainly yield new and important insights into the mechanisms

and evolution of both hearing and acoustic communication. The

sense of hearing arose early in the evolution of the vertebrates.

Consequently, some of the basic processing strategies involved in

auditory scene analysis may be shared (i.e., synapomophic) be-

tween humans and other nonhuman vertebrates (Popper & Fay,

1997). However, many different taxonomic groups may have

independently evolved communication systems that involve acous-

tic signaling in groups or large aggregations (e.g., insects and frogs

and songbirds). Within the constraints imposed by the physics of

sound, natural selection may have elaborated on certain basic

mechanisms for auditory scene analysis in different taxonomic

groups to produce a diversity of evolutionarily derived (i.e., apo-

morphic) sensory solutions to cocktail-party-like problems. These

novel mechanisms often cannot be predicted but must be uncov-

ered through empirical studies. Thus, one potential contribution of

future research on animal cocktail parties could be the discovery of

both shared and derived sensory mechanisms underlying the per-

ception of acoustic signals in noisy social settings.

Receiver Psychology and Communication Network Theory

Arguably two of the most important conceptual advances in the

recent study of animal communication are the ideas of receiver

psychology and communication network theory. Our understand-

ing of both would benefit from a better understanding of the role

of auditory scene analysis in animal acoustic communication.

Receiver psychology holds that the evolution of both signal

design and the behavioral strategies that signalers use depend

critically on the processing strategies of a receiver’s nervous

system (Guilford & Dawkins, 1991; Rowe, 1999; Rowe & Skel-

horn, 2004). Precisely how the physiological mechanisms under-

lying auditory scene analysis might have influenced the evolution

of signals and signaling behaviors remains an important but still

largely unexplored question. We also should not be surprised if

under some conditions (e.g., extremely dense aggregations) there

are evolutionary constraints on the extent to which signals and

signaling strategies can be modified to improve signal perception

by receivers (Bee, in press). Thus, for animals that communicate

acoustically in groups, the sensory solutions to the cocktail party

problem and the broader concept of auditory scene analysis de-

serve consideration in the context of receiver psychology (Bee, in

press).

Among the most important contributions of communication

network theory (McGregor, 2005) is the hypothesis that animals

can gather information by eavesdropping on the signaling interac-

tions that occur among two or more signalers (Peake, 2005). There

is now considerable evidence in support of this hypothesis, espe-

cially among songbirds (reviewed in Peake, 2005). Most previous

studies of eavesdropping have emphasized the amount and adap-

tive value of information gathered by eavesdroppers, but eaves-

dropping also represents a quite interesting problem when the

perceptual mechanisms that make it possible are considered. As

illustrated earlier, eavesdropping in acoustic communication net-

works would seem to demand capabilities of auditory scene anal-

ysis (Langemann & Klump, 2005). Our understanding of the

perceptual mechanisms that make possible the extraction of infor-

mation in acoustic communication networks would benefit by

approaching these issues from an auditory scene analysis percep-

tive.

Anthropogenic Noise

Anthropogenic noise represents an evolutionarily recent intruder

into the acoustic scenes that humans and other animals have

evolved to analyze. There is increasing concern among animal

behaviorists and conservation biologists that noise pollution could

interfere with animal acoustic communication systems (Katti &

Warren, 2004; Patricelli & Blickley, 2006; Rabin & Greene, 2002;

Slabbekoorn, Yeh, & Hunt, 2007; Warren, Katti, Ermann, &

Brazel, 2006). Recent experimental evidence from frogs suggests

that anthropogenic noise can inhibit calling by males (Sun &

Narins, 2005) and mask the perception of signals by females (Bee

& Swanson, in press; see Lohr et al., 2003, for related work in

birds). Some animals, such as songbirds and cetaceans, may be

able to modify their signals in ways that ameliorate the effects of

high anthropogenic noise levels (Fernández-Juricic et al., 2005;

Foote, Osborne, & Hoelzel, 2004; Slabbekoorn & den Boer-

Visser, 2006; Slabbekoorn & Peet, 2003; Wood & Yezerinac,

2006), but this solution may not work for all animals (Bee &

Swanson, in press). Moreover, as illustrated previously, animals

also possess mechanisms for coping with masking noise (e.g.,

CMR and spatial release from masking). A better understanding of

auditory scene analysis, and the general mechanisms that operate

to segregate behaviorally relevant signals from noise, will be

necessary to accurately assess the magnitude of the threat that

anthropogenic noise poses to animal acoustic communication sys-

tems.

Applications to Humans

Behavioral and physiological studies of auditory scene analysis

in a diversity of acoustically communicating animals could be-

come relevant to translational research on auditory signal process-

ing by humans and machines. Much of the interest in human

auditory scene analysis and the cocktail party problem stems from

the fact that people with hearing impairments have much greater

difficulty understanding speech under noisy conditions when com-

pared to listeners with healthy auditory systems. For example,

compared to listeners with normal hearing, listeners with hearing

impairments have difficulty in auditory stream segregation tasks

with complex tones (e.g., Grimault, 2004; e.g., Grimault, Micheyl,

Carlyon, Arthaud, & Collet, 2001) and experience less comodula-

tion masking release (e.g., Moore, Shailer, Hall, & Schooneveldt,

1993) and less spatial release from masking (e.g., Bronkhorst,

2000; Bronkhorst & Plomp, 1992). Whereas hearing aids and

cochlear implants improve speech perception in quiet settings, they

typically provide their users with much less benefit in noisy,

real-world situations (Moore, Peters, & Stone, 1999; Stickney,

Zeng, Litovsky, & Assmann, 2004). Basic research on both the

physiological mechanisms of auditory scene analysis in a diversity

of animal species and their function in animal acoustic communi-
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cation systems might ultimately contribute to improvements in

hearing prosthetic technology. For example, findings from studies

of directional hearing in the fly Ormia ochracea, an acoustically

orienting parasitoid of signaling crickets, have already had impli-

cations for the development of miniscule directional microphones

for hearing aids (Mason, Oshinsky, & Hoy, 2001; Miles & Hoy,

2006).

In the field of computational auditory scene analysis, efforts to

apply the principles of human auditory scene analysis to computer

algorithms for automated speech recognition have met with some

success (Cooke & Ellis, 2001; Wang & Brown, 2006). Compared

to relatively quiet conditions, however, artificial speech recogni-

tion systems exhibit drastically reduced performance in noisy

situations with competing speech signals (Barker, 2006; Lipp-

mann, 1997). A better understanding of auditory scene analysis in

nonhuman animals might ultimately broaden and deepen our un-

derstanding of the potential diversity of the physiological mecha-

nisms whereby auditory scene analysis is accomplished and

thereby contribute to the design of biologically inspired artificial

scene analysis systems.

General Conclusions

Animals that acoustically signal in groups or large social aggre-

gations often encounter and solve problems closely related to the

human cocktail party problem. All of the mechanisms discussed

previously that facilitate human speech perception in noisy social

situations can also be identified as auditory processes operating in

nonhuman animals. Few studies, however, have explicitly inves-

tigated these mechanisms in the context of animal acoustic com-

munication. As Hulse (2002) recently lamented in his review of

this topic, “sometimes scene analysis is so obvious it is over-

looked.” To be sure, other mechanisms that we have not touched

upon may also play important roles in allowing animals to solve

cocktail-party-like problems. For example, in animals with multi-

modal signals, the cross-modal integration of acoustic signals with

visual signals or other cues associated with the acoustic signals

might improve acoustic signal perception in cocktail-party-like

social environments (e.g., Ghazanfar & Logothetis, 2003; Partan &

Marler, 1999; Rowe, 2002). Answering questions about how ani-

mals solve cocktail-party-like problems will require that future

studies adopt innovative approaches that integrate questions, meth-

ods, and hypotheses from previous psychoacoustic studies of hu-

mans with behavioral and neuroethological studies of acoustic

communication in a wide diversity of animals. We also wish to

stress that the use of seemingly artificial or highly contrived

experimental stimuli under controlled laboratory conditions may

often be the best way, and perhaps sometimes the only way, to

investigate the sensory solutions to cocktail-party-like problems at

deeper levels than would be possible using strictly natural stimuli

presented in the animals’ natural habitats. Even though approaches

to studying the cocktail party problem in animals will certainly

pose new challenges, the benefits of adopting the auditory scene

analysis paradigm would significantly advance the study of animal

acoustic communication in much the same way that it has already

contributed to our understanding of human hearing and speech

communication.
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