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Abstract

Sound pressure level changes can affect the timing of spiketrains. Timing of spiketrains is critical for sensitivity to interaural timing
differences (ITDs). Interaural level differences (ILDs) can therefore affect the ITD cue. It has been hypothesized that ILDs may be coded
indirectly through a peripheral conversion of level to time (but it should be cautioned that the changes in phase with SPL in low-CF AN
fibers of the cat are more complicated) (Jeffress, L.A., 1948. A place theory of sound localization. J. Comp. Physiol. Psychol. 41, 35–39).
We tested this conversion by recording from auditory nerve fibers to broadband noise at different SPLs. For each fiber, correlograms
were constructed to compare timing to fine-structure across SPLs. We find generally a decrease in the time delay between spikes and
the stimulus with increasing SPL. However, the magnitudes of the shift in time are surprisingly small, and dependent on characteristic
frequency (CF): the largest shifts are approximately 10 ls/dB and occur at the lowest CFs. Nevertheless, the effects of level on spike tim-
ing are systematic and of a magnitude to which the binaural system is sensitive. Thus, even though the results indicate that ILD is not
traded for ITD in a simple way, the possibility that low-frequency ILDs affect the binaural percept via a peripheral level-to-time con-
version cannot be excluded.
� 2007 Elsevier B.V. All rights reserved.
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1. Introduction

The ‘‘latency hypothesis” refers to the idea that sensitiv-
ity to interaural level differences (ILDs) arises through a
peripheral conversion of sound level to latency of neural
response, and that these latency shifts are subsequently
detected by the neural mechanisms subserving the process-
ing of interaural time differences (ITDs). The hypothesis
was most famously put forward in a single paragraph of
Jeffress’ celebrated paper (Jeffress, 1948), at a time when
physiological knowledge of the auditory periphery was
based on compound potentials. It was inspired by the psy-
0378-5955/$ - see front matter � 2007 Elsevier B.V. All rights reserved.

doi:10.1016/j.heares.2007.11.011

Abbreviations: AN, auditory nerve; CF, characteristic frequency; ILD,
interaural level difference; ITD, interaural time difference; LSO, lateral
superior olive; SR, spontaneous rate

* Corresponding author. Tel.: +32 16 34 57 41; fax: +32 16 34 59 93.
E-mail addresses: philip.joris@med.kuleuven.be (P.X. Joris), pascal.

michelet@student.kuleuven.be (P. Michelet), tom.franken@student.ku-
leuven.be (T.P. Franken), myles.mclaughlin@med.kuleuven.be (M. Mc
Laughlin).
chophysical phenomenon of ‘‘time–intensity trading” which
shows that ILDs and ITDs can interact (Green and Hen-
ning, 1969; Moushegian and Jeffress, 1959), and the obser-
vation that the compound action potential shows a decrease
in latency in the order of milliseconds with increasing SPL
(review in Eggermont, 1976).

Dexter Irvine and colleagues tested the latency hypothe-
sis in the lateral superior olive (LSO) with a particularly
elegant paradigm. They found that, for some neurons,
ITD- and ILD-sensitivity could be mapped onto each other
using SPL-induced changes in latency measured on the
same neurons (Irvine et al., 2001). Importantly, their study,
as well as other preceding physiological studies that specif-
ically addressed the latency hypothesis, focused on transient
responses at high frequencies (Hirsch et al., 1985; Irvine
et al., 1995, 2001; Park et al., 1996; Pollak, 1988; Yin
et al., 1985), while Jeffress’ hypothesis was concerned with
sensitivity to ongoing ITDs and ILDs at low frequencies.

Oddly, while the latency hypothesis is popular with
physiologists, it no longer is with psychophysicists. This
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situation seems to arise partly from the difference in
emphasis just mentioned. Physiologically, it is important
to distinguish three categories of temporal locking: to a
waveform’s onset, its fine-structure, and its envelope. There
is ample evidence that the onset latency of auditory neural
responses generally decreases with SPL. The decrease is
typically on a millisecond time scale (Kiang et al., 1965;
Kitzes et al., 1978), and is therefore large relative to the
ITDs to which the binaural system is sensitive. Thus, in cir-
cumstances in which the onset response is important, ILD
may indeed affect the magnitude of the peripheral neural
representation of ITD, henceforth referred to as the ‘‘inter-
nal ITD” (see below). However, for sustained responses
that are temporally locked to sustained stimuli, the effect
of SPL is more complex. Early studies of the auditory nerve
(AN) already showed that the phase of responses that are
phase-locked to the ongoing fine-structure of low-fre-
quency tones is rather stable as a function of intensity when
the stimulus frequency equals the fiber’s characteristic fre-
quency (CF: frequency of lowest threshold)(Rose et al.,
1967). For other frequencies, the extent and direction of
the effect of SPL depends on the relationship of the tone’s
frequency to the fiber’s CF, as shown in the classical study
of Anderson et al. in the AN of the squirrel monkey
(Anderson et al., 1971). For tones away from CF, increas-
ing SPL causes a progressive phase lag (at frequencies
below CF) or lead (at frequencies above CF). The relatively
simple picture that emerged from the study of Anderson
et al. is consistent with measurements of basilar membrane
vibration at the cochlear base (reviewed by Robles and
Ruggero (2001)) and is generally thought to reflect the
compressive nonlinearity of the inner ear (but it should
be cautioned that the changes in phase with SPL in low-
CF AN fibers of the cat are more complicated: Allen,
1983; van der Heijden and Joris, 2006b). Thus, in response
to pure tones, the timing of the response of AN fibers to
stimulus onset behaves quantitatively and qualitatively dif-
ferent from the timing of the ongoing response. Similar
observations have been made for most cell types in the
cochlear nucleus (Kitzes et al., 1978; Lavine, 1971), as well
as for ongoing temporal responses to the stimulus envelope
(Joris et al., 2004; Møller, 1975).

What is known regarding the interaction of level and
time in binaural neurons? While an ILD–ITD interaction
is well-established for onset responses of binaural neurons
and is relatively straightforward (Hirsch et al., 1985; Irvine
et al., 1995, 2001; Park et al., 1996; Pollak, 1988; Yin et al.,
1985), the situation is again more complex for ongoing
responses. The effect of combinations of ILDs and ITDs
on ongoing responses of binaural neurons has been studied
both to low-frequency pure tones (Finlayson and Caspary,
1991; Goldberg and Brown, 1969; Joris and Yin, 1995;
Kuwada and Yin, 1983; Palmer et al., 2007; Tollin and
Yin, 2005; Viete et al., 1997; Yin and Kuwada, 1983; Yin
and Chan, 1990) and to high-frequency amplitude-modu-
lated tones (Batra et al., 1993; Joris and Yin, 1995).
Clearly, even for sustained stimuli, ILDs and ITDs can
interact at the single neuron level in the sense of jointly
affecting the output rate of binaural neurons. In many
instances such cue interaction reflects a central mechanism
(e.g. inhibition in the LSO) rather than a peripheral level-
to-time conversion. We will concern ourselves here only
with instances where the main effect of ILD is a phase shift
of the low-frequency binaural response (Kuwada and Yin,
1983; Palmer et al., 2007; Viete et al., 1997; Yin and Kuw-
ada, 1983).

In these reports, the binaural phase shifts were indeed
interpreted as the reflection of a peripheral level-to-time
conversion, but not necessarily of a kind consistent with
the ‘‘simple” decrease in onset latency with SPL (i.e. as it
occurs in the timing of the onset response). It is in fact
unclear whether the mechanisms causing ‘‘simple”

decreases in latency play any role at all in sustained binau-
ral responses. Rather, the binaural shifts observed are rem-
iniscent of the complex change in the cochlear transfer
function with SPL already mentioned (Anderson et al.,
1971; Robles and Ruggero, 2001). In a large sample of
IC neurons (Yin and Kuwada, 1983), about two-thirds of
the neurons studied showed binaural phase shifts in a direc-
tion opposite to that expected from a simple decrease in
latency with SPL, and this seemed to be independent of
stimulus frequency. An increasing phase lag with increasing
SPL was also the predominant result in binaural neurons of
the nucleus laminaris of the barn owl (Viete et al., 1997),
but the slope of the phase shift depended on the relation-
ship of frequency to CF and was largely consistent with
phase shifts at the peripheral monaural level (Koppl,
1997; Viete et al., 1997), which in turn were similar to the
shifts reported in the mammalian AN by Anderson et al.
(1971). In contrast, in the IC of the guinea pig, Palmer
et al. (2007) found predominantly decreasing phase lags
with increasing SPLs (i.e. phase shifts consistent with a
decrease in latency with SPL), but in some neurons both
decreasing and increasing phase shifts were observed in a
frequency-dependent pattern broadly reminiscent of the
data of Anderson et al. (1971). In summary, most binaural
data to sustained tones show level effects which run counter
to the latency hypothesis, but the effects are variable across
neurons and across studies.

Our interest and approach differ from previous studies
in a number of respects. First, the latency hypothesis pro-
poses a peripheral conversion of intensity to time. It can
therefore be tested most directly at a peripheral level. We
are mainly interested in effects on fine-structure and there-
fore choose to study AN fibers with low CF. Second, we
studied responses to broadband Gaussian noise, which is
a generic stimulus often used in binaural psychophysical
studies, rather than to pure tones. As mentioned, previous
AN studies with pure tones show a relatively complex pat-
tern of phase changes with SPL (Allen, 1983; Anderson
et al., 1971). This makes it difficult to predict the overall
effect, across the AN array, of SPL on the timing of
responses to tones and particularly to broadband stimuli.
To obtain such an overview, we recorded from many AN
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Fig. 1. Construction of correlograms to quantify delays between
responses at different SPLs. The spiketrains on top depict the response
of a fiber to three repetitions of a stimulus at SPL A. The lower spiketrains
are obtained from the same fiber and to the same stimulus, but at SPL B.
The timing of all spikes in response to SPL B, is determined relative to a
spike selected in response to SPL A, and this is repeated for all spikes at
SPL A. For each time interval between the spike in the upper panel and a
spike in the lower panel, the histogram is increased by one count in one
bin. The bindwidth of the correlogram equals the coincidence window.
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fibers to a single, sustained, broadband stimulus presented
at different SPLs. Finally, there are various methods to
characterize peripheral filtering with broadband stimuli
(Carney and Yin, 1988; De Boer and Kuyper, 1968; Evans,
1977; Recio-Spinoso et al., 2005; van der Heijden and Joris,
2006a), which show that this filtering changes with overall
level. However, these characterizations are in stimulus
space rather than in neural space and their implications
regarding the latency hypothesis are not straightforward.
We wanted to graphically present the data in a format
which is easily compared to findings from psychophysical,
physiological, and computational studies. We therefore
simply processed the recorded AN spike trains with a phys-
iologically-inspired (Goldberg and Brown, 1969; Yin and
Chan, 1990) coincidence analysis to create a ‘‘binaural dis-
play” as used in computational models (Stern and Trahio-
tis, 1997).

2. Materials and methods

Our general procedures are described in previous reports
(Joris, 2003; Louage et al., 2004) and were approved by the
K.U.Leuven Ethics Committee for Animal Experiments.
Cats were anesthetised with pentobarbital. Micropipettes
filled with 3 M NaCl were used to record from single fibers
in the AN exposed via a dorsal approach. Calibrated
sounds were delivered with a dynamic speaker via an ear-
bar placed in the transected ear canal. Spikes were timed
at 1 ls resolution with a peak-detector. For each fiber
encountered, we determined the CF with an automated
tuning curve program. A Gaussian pseudorandom white
noise stimulus (100 Hz–30 kHz) was delivered at a number
of SPLs in two polarities, referred to as standard and
inverted, typically with the following parameters: 1000 ms
duration, repeated 50 times every 1200 or 1500 ms. Within
a dataset, the SPL was constant and responses to the two
stimulus polarities were collected one after the other, in
random sequence. SPL was usually set to 60 or 70 dB in
the first dataset collected, and in subsequent datasets the
SPL was varied in arbitrary order chosen by the experi-
menter. In this report we limit ourselves to CFs < 2500 Hz.

To compare the timing of spikes at different SPLs, we
constructed correlograms between spiketrains. The interest
here is not the temporal response pattern within a fiber to a
single stimulus condition (Joris, 2003; Louage et al., 2004)
or across fibers to a single stimulus condition (Joris et al.,
2006b), but within a fiber across multiple stimulus condi-
tions, in casu SPLs. The procedure is the same as the one
to calculate the ‘‘cross-stimulus autocorrelogram”

(Fig. 3C in Joris, 2003) but with different SPLs taking the
place of the different stimuli. Briefly, the timing of every
spike in a set of spiketrains to one SPL is compared with
all other spikes in a set of spiketrains (from the same fiber)
to another SPL. The top spiketrains in Fig. 1 represent
responses to a stimulus at a ‘‘test” SPL A, and are compared
to spiketrains (Fig. 1, bottom) to the same stimulus but at a
different ‘‘reference” SPL B. The responses at both SPLs
show a periodicity and this is reflected as a modulation in
the correlogram. In the context of this paper, the correlo-
gram can be viewed as a conditional probability distribu-
tion for spikes in response to reference SPL B, given that
a spike was discharged (by the same fiber) at time 0 in
response to the same stimulus at test SPL A. A time delay
in the response of one set of spiketrains relative to the other
(e.g. as a consequence of a difference in SPL) causes a cor-
responding shift of the correlogram. In our convention, a
shift towards positive delays indicates a lead of the response
to the test SPL A relative to the spike trains in response to
the reference SPL B. The main interest here is in crosscorre-
lograms (comparing responses of one fiber at different
SPLs), but we also show some autocorrelograms (compari-
sons of responses at one SPL with themselves).

The advantage of using correlograms is, among other
things (Joris et al., 2006a), that temporal relationships
can be studied for responses to a variety of stimuli. For
the issue at hand, it has the particular advantage that we
can study the temporal relationships in the ongoing
response, even for nonperiodic stimuli (like broadband
noise) which are abundantly used in binaural psychophys-
ical studies. Moreover, the correlograms provide an intui-
tive display of the output of a coincidence mechanism,
and coincidence mechanisms in the olivary complex are a
key feature of binaural interactions (Goldberg and Brown,
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Fig. 2. Example of correlograms between noise responses at two SPLs
(50|70) of one fiber. A: correlogram to noise waveforms of the same (thick
line) or opposite (thin line) polarity. B: subtraction of the two correlo-
grams in A yields the difcor. The circle indicates the delay between the
spiketrains, at which the maximum number of coincidences occurs (here at
– 150 ls). CF was 625 Hz, SR 68 spikes/sec.
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1969; Yin and Chan, 1990). Thus, the correlogram
approach allows an assessment of the peripheral conver-
sion of ILDs to ‘‘internal ITDs”, postulated in the latency
hypothesis.

Although we analyze responses from monaural neurons,
it is straightforward to view the correlograms from a binau-
ral perspective. Let us assume that there would be two
fibers, one in the left and one in the right AN, which would
be identical in all their properties, and which would con-
verge with an identical transmission delay on a coincidence
detector which discharges only when it receives two spikes
within a 50 ls time window. If these two fibers would be
presented with the same stimulus at the same SPL, the
resulting correlogram would have a central peak at zero
and would in fact be indistinguishable from an autocorre-
logram for either fiber. On the other hand, if an ILD would
be present and would cause a time delay of the spikes from
one side relative to the other, the outcome would be some-
thing like Fig. 1.

The details of the computation of the correlograms can
be found in Louage et al. (2004). The number of coinci-
dences was counted in a 50 ls window and was normalized
for the average firing rate, number of presentations, and
stimulus duration. Lack of stimulus-induced temporal
structure results in a normalized count of 1. Larger counts
indicate correlation; lower counts indicate anticorrelation.
There is little doubt that the 50 ls coincidence window is
physiologically unrealistic: we choose the small value to
be conservative (i.e. not to miss temporal structure in the
spike trains), and to reveal small shifts in the main peaks
of the correlograms. It will be seen that the shifts observed
are so small that even a 50 ls window results in visible
quantization (e.g. Figs. 3–5). Longer windows result in a
larger number of coincidences but do not affect the general
shape of the correlograms as long as the window remains
small relative to the periodicity in the correlogram.

3. Results

3.1. Individual examples

Fig. 2 shows correlograms for noise responses at a test
SPL of 50 dB and a reference SPL of 70 dB SPL, from a
fiber with CF of 625 Hz. When the noise waveforms have
the same polarity, the main feature of the correlogram is
a large peak near 0 delay (Fig. 2A, solid line). This corre-
logram is very similar to the shuffled autocorrelograms
(Joris, 2003; Louage et al., 2004) calculated from these
same responses at 50 and 70 dB (not shown), except that
the correlogram calculated here across SPLs is shifted:
the maximum of the main peak (circle) is displaced slightly
to the left of 0 delay, while shuffled autocorrelograms peak
at 0 delay (see below, Figs. 3–5). This indicates that the
response at 70 dB (the reference SPL) leads that at 50 dB
by a fraction of a ms. Superimposed is the correlogram
between anticorrelated noise tokens at 50 and 70 dB
(Fig. 2A: thin line). This correlogram is anti-phasic with
the other one, and has a central trough which is also
slightly displaced from delay 0, toward negative delays.
Subtraction of the latter correlogram from the former
results in the ‘‘difcor” (Fig. 2B) which oscillates around a
baseline of 0 coincidences and shows less rectification than
the constituent correlograms. In the remainder of the anal-
ysis we will use difcors, but this is not critical to our conclu-
sions. Note that, for difcors, a value of 0 indicates a lack of
correlation between the spiketrains.

For each fiber a number of correlograms between differ-
ent SPLs were calculated. The data for the same fiber as in
Fig. 2 are shown in Fig. 3 for a reference SPL of 70 dB.
Here, the difcors are stacked on a false y-axis: the intersec-
tion of the 0 count level with this false ordinate indicates
the test SPL. For example, the second correlogram from
the bottom is the difcor calculated from responses to noise
at 50 dB compared to responses from the same fiber at
70 dB, also shown in Fig. 2B. We label this comparison
‘‘50|70”. The other difcors are for the 40|70, 60|70, 70|70,
and 90|70 comparisons. The only ‘‘special” condition is
70|70 (thick line). The difcor at 70|70 is obtained from auto-
correlograms (Joris, 2003; Louage et al., 2004) and peaks at
0 delay. The accompanying scale gives the true ordinate
and maximum of the 70|70 condition, and applies to the
other correlograms as well.
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For the example of Fig. 3 all correlograms are rather
similar, indicating that the temporal locking of the spike
train to the local vibration of the basilar membrane is very
similar across SPLs. The main feature of interest is the
small shift of the correlogram on the delay axis. We quan-
tify this shift by measuring the shift of the main peak, not
only for simplicity but also for equivalence to the measure
most frequently used on actual binaural responses (the best
delay, e.g. Brand et al., 2002; Hancock and Delgutte, 2004;
Joris et al., 2006b; McAlpine et al., 2001; Yin et al., 1986).
For the correlogram stack in Fig. 3 the peak delays are
�150, �150, �150, 0, and 50 ls (bottom to top). These
delays predict the ‘‘internal delays” that would be caused
by ILDs of �20, �10, 0, and 10 dB solely through cochlear
conversion of level to time. Note that the sign of the ILD is
arbitrary because these are in fact monaural responses.

More examples are shown in Fig. 4 for fibers with low
spontaneous rate (low-SR, <18 spikes/s, top row) and
high-SR fibers (>18 spikes/s, bottom row), at CFs spaced
roughly an octave apart. The most striking finding is the
similarity of the correlograms within fibers. Horizontal
shifts are present but are small compared to the millisecond
shifts in neural timing of onset responses (Irvine et al.,
2001; Kitzes et al., 1978). In fact it is difficult to see the
effects on peak delay at the scale of Fig. 4. At the lowest
CFs (left column), the peaks of the correlograms are shifted
to the left (negative delays) for test levels <70 dB
(ILDs < 0), and to the right (positive delays) for test levels
>70 dB (ILDs > 0). This is in line with the latency hypoth-
esis: raising SPL shifts the responses earlier in time. The
same applies to the lower correlograms in the middle and
right columns (test levels <70 dB), which show small (or
no) shifts toward negative delays. Unexpectedly, the top
correlograms (test levels >70 dB) in panels C, D, F also
show shifts toward negative delays. Thus, relative to the
response at 70 dB, the response at these higher SPLs is
delayed, which runs counter to the latency hypothesis.

Although not the subject of this paper, there are several
other interesting features in these correlograms besides the
delays of the main peak. The correlograms are more oscil-
latory and often markedly asymmetric for the lower
correlograms in each panel. For example, the lower
correlograms in Fig. 4E and F (50|70 condition) are clearly
more damped at positive than at negative delays. These
features are consistent with sharper frequency selectivity
at low SPLs. Correlograms of the two SR groups showed
the general differences reported earlier (Louage et al.,
2004) but did not differ with respect to the timing across
SPLs, and are therefore not separately analysed in the
remainder of this paper.

3.2. Population data

To zoom in on the most relevant range of delays and to
provide an overview of the AN, we constructed population
waterfall plots for different ILD conditions (Fig. 5). For
example, Fig. 5A shows the central region (±500 ls) of
all available difcors for the 50|70 condition. The difcors
are vertically arranged according to increasing CF. The cir-
cles are placed at the maxima of the correlograms. The
curved dashed lines trace positive and negative delays at
half the characteristic period (i.e. the inverse of the charac-
teristic frequency, CF�1). The relevance of these ‘‘p-lines”

is that in binaural neurons best delays are largely confined
to values smaller than the so called p-limit or p-boundary
(Hancock and Delgutte, 2004; Joris et al., 2006b; McAlpine
et al., 1996, 2001). When there is no SPL difference
(Fig. 5C), virtually all correlograms peak at a delay of
0 ms, as expected for autocorrelograms, showing the accu-
racy of the technique. The troughs flanking the central
peaks coincide with the p-lines. This is entirely as expected,
since the periodicity in autocorrelograms agrees well with
the characteristic period (Louage et al., 2004) and the ver-
tical placement of the correlograms in Fig. 5 is according to
CF.

For SPLs lower than the reference SPL of 70 dB
(Fig. 5A,B, negative ILDs), shifts towards negative delays
occur, and the degree of shift decreases with increasing
CF. Even the largest delays (�200 ls) are remarkable
small. The direction of the delay is consistent with the
latency hypothesis: the response at the higher SPL leads
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in time. For SPLs higher than the reference SPL of 70 dB
(Fig. 5D and E, positive ILDs) a more complex picture
emerges, particularly so in the 90|70 condition. For CFs
below approximately 750 Hz, the peaks shift towards posi-
tive delays of several hundred ls. Unexpectedly, for CFs
above 1 kHz, the peaks shift toward negative delays of
about �50 to �100 ls. The latter shift is in a direction
opposite to the latency hypothesis: the response at the
higher SPL lags in time.

There are two ways to view the correlograms in the pre-
vious figures. They can be viewed as the output of a single,
simple coincidence detector in response to external ITDs.
Viewed this way, the shifts in the peak of the correlograms
indicate how the ITD-curve of one coincidence detector
would be affected by ILD, and in particular how the ILD
can create an ‘‘internal delay”. Alternatively, the correlo-
grams can be viewed as a binaural display akin to the so-
called tau-frequency plane of binaural computational mod-
els (Breebaart et al., 2001; Colburn, 1996; Stern et al.,
1988): the surface of this two-dimensional display gives
the output of binaural neurons at different CFs and differ-
ent internal delays. Viewed this way, the peaks indicate the
binaural neurons that would be maximally responsive to a
broadband noise which has an ITD = 0 and an ILD as
indicated. Clearly, the presence of an ILD gives a pattern
that is very different from the pattern caused by an external
ITD. If the presence of an ILD 6¼ 0 would be completely
equivalent to a single external ITD 6¼ 0 via a peripheral
time–intensity trade, the correlograms in Fig. 5A, B, D,
E would be horizontally shifted versions of the correlogram
of Fig. 5C (obtained for ILD = 0). For example, if an ILD
of 10 dB would cause a consistent 100 ls delay at all CFs,
Fig. 4D would be similar to Fig. 4C but shifted rightward
by 100 ls. Such simple translational shifts were not
observed.

4. Discussion

Using a coincidence analysis, we examined the timing
relationships between AN spike trains obtained in response
to broadband noise at different SPLs. The most striking
finding is that the temporal patterns are remarkably insen-
sitive to SPL, with the vast majority of shifts restricted to
200 ls or less (over the range studied of ±20 dB relative
to 70 dB). A given difference in SPL does not translate to
a fixed difference in spike timing across CFs, but rather
reveals a CF-dependent pattern. Interestingly, the time
shifts are largest at frequencies where natural ILDs are
smallest and close to zero except for nearby sources (Brun-
gart and Rabinowitz, 1999).

While the effects of SPL on ongoing timing are small rel-
ative to the effects on onset timing (Irvine et al., 2001;
Kiang et al., 1965; Kitzes et al., 1978) – by about an order
of magnitude – the implications regarding human binaural
hearing and time–intensity trading are not entirely clear.
The data contradict a simple latency mechanism à la Jeff-
ress, in that a single ILD does not generate a shift on the
binaural display that is equivalent to a single ITD
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(Fig. 5). This is also the conclusion of psychophysical stud-
ies (Domnitz, 1973; Domnitz and Colburn, 1977; Green,
1976; Hafter and Carrier, 1972; Trahiotis and Kappauf,
1978). However, even if the perception of ILDs at low fre-
quencies can not be explained entirely by a peripheral con-
version to a temporal cue, this does not imply that such a
conversion does not play any role at all. Human sensitivity
to ITDs is so acute that it can not be excluded that, at very
low frequencies, even tiny effects of SPL on timing contrib-
ute to the perception of ILDs. The largest temporal shifts
we measured physiologically are on the order of 100 ls/
10 dB (Fig. 5). We have not tested small SPL differences
but there is no reason to doubt that this trading ratio can
be interpolated to approximately 10 ls/dB. Trading ratios
measured psychophysically to low-frequency pure tones
and low-pass clicks are extremely variable across studies
and stimuli (a range of 1–300 ls/dB is quoted by Durlach
and Colburn (1978)) but are mostly in the range of
20–40 ls/dB for low-pass clicks. However small, the shifts
found here in the AN are systematic and are a significant
fraction of the effects measured behaviorally, and therefore
the possibility that low-frequency ILDs affect the binaural
percept via a peripheral level-to-time conversion cannot be
excluded.

As always, these comparisons between physiology and
perception are fraught with difficulties, not only of differ-
ences in species but also in stimuli: our physiological mea-
sures in cats are to sustained broadband noise, while the
behavioral measures in humans are to tones and filtered
clicks (we are not aware of psychophysical measurements
of trading ratios to noise). Moreover, neither the psycho-
physical literature nor the physiological literature provide
a consistent picture. Despite all these reservations, the
interaction between ILDs and ITDs at low frequencies is
an interesting phenomenon which needs a physiological
explanation.

As mentioned higher, binaural recordings have shown
interaction of ITD and ILD cues at the single neuron
level (see INTRODUCTION for references). We are not
aware of such data for responses to broadband noise,
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except in the barn owl. (Viete et al., 1997) studied the
effects of ILDs on ITD-sensitivity of neurons in the
nucleus laminaris over a range of about �30 to + 40 dB
and for CFs between about 4.5 and 7.5 kHz. They found
a shift on average of only 0.71 ls/dB (also a phase advan-
tage for the more intense ear). Trading ratios reported for
binaural neurons in the mammalian MSO are 8 ls/dB
(Crow et al., 1978) and 0.0016 cycle/dB (Yin and Chan,
1990), and 5.82 ls/dB in the IC (Kuwada and Yin,
1983; Yin and Kuwada, 1983), but the sign of these ratios
is commonly opposed to that in humans (see INTRO-
DUCTION).

We have not explored the mechanisms underlying the
temporal shifts. Most likely the main determinant of the
shift of the correlograms with SPL is the changing cochlear
filter at the site of innervation. Basilar membrane and AN
measurements to tones at different SPLs show a phase
transfer function which pivots around CF, with maximal
shifts of about a quarter of a cycle (Anderson et al.,
1971; Robles and Ruggero, 2001). These characterizations
actually predict that not the fine-structure, but rather the
envelope of the correlograms should shift with SPL. The
maximal shifts in fine-structure observed here are rarely
larger than 0.1 cycle. Qualitative examination of the corre-
lograms in Figs. 3 and 4, as well as a preliminary envelope
analysis, suggest that shifts of the correlogram envelopes
are also modest and of a magnitude similar to the shifts
in fine-structure. The characterizations mentioned above
(Anderson et al., 1971; Robles and Ruggero, 2001) there-
fore do not fit the responses of fibers innervating the apex
of the cat cochlea, and this is corroborated by more direct
estimates of filters at different SPLs (Allen, 1983; van der
Heijden and Joris, 2006b). Interestingly, mechanical mea-
surements in the cochlear base show a phase lag across
frequencies at high SPLs (Ruggero et al., 1997): the
‘‘paradoxical” shift at high SPLs in our AN data
(Fig. 5E) suggests that a similar phenomenon occurs at
the cochlear apex.

We have examined the temporal relationships between
spike trains obtained at different SPLs within single AN
fibers. It is conceivable that low-frequency ILDs have lar-
ger effects on timing relationships between neurons of dif-
fering CF. Small differences in CF can have large effects
on temporal correlation patterns (Bonham and Lewis,
1999; Joris et al., 2006b; Shamma, 1989), and we have pre-
liminary evidence that such differences are present in the
binaural system of cat and monkey (Joris and van der Heij-
den, 2007). Moreover, the characterization of changes in
temporal coding with SPL is not only important in a binau-
ral context. Carney and colleagues have argued that
changes in temporal patterns with SPL across AN fibers
may also be important in monaural hearing (Carney,
1994; Colburn et al., 2003; Heinz et al., 2001; Shamma,
1985). Examination of correlograms across fibers and SPLs
(for an example see Fig. 10 in Joris et al., 2006a) would
clarify the importance of peripheral level-to-time conver-
sion from a wider perspective.
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