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Abstract We compared auditory change detection to visual change detection using closely matched stimuli and tasks in the two modalities. On each trial, participants were presented with a test stimulus consisting of ten elements: pure tones with various frequencies for audition, or dots with various spatial positions for vision. The test stimulus was preceded or followed by a probe stimulus consisting of a single element, and two change-detection tasks were performed. In the “present/absent” task, the probe either matched one randomly selected element of the test stimulus or none of them; participants reported present or absent. In the “direction-judgment” task, the probe was always slightly shifted relative to one randomly selected element of the test stimulus; participants reported the direction of the shift. Whereas visual performance was systematically better in the present/absent task than in the direction-judgment task, the opposite was true for auditory performance. Moreover, whereas visual performance was strongly dependent on selective attention and on the time interval separating the probe from the test stimulus, this was not the case for auditory performance. Our results show that small auditory changes can be detected automatically across relatively long temporal gaps, using an implicit memory system that seems to have no similar counterpart in the visual domain.
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Introduction

A basic challenge for the brain is to establish links between successive auditory or visual stimuli and to detect changes between them. If the stimuli are not contiguous in time, this requires memory. When two successive complex stimuli, such as two views of a landscape or two orchestral chords, differ from each other with respect to some detail, the psychological outcome of the brain’s comparison can take several forms. The subject may perceive the change as the addition of some new entity to the initial stimulus, or the disappearance of an entity; a third possibility is a percept of motion or shift, for instance an object changing position in the landscape or a tone changing pitch in the chord. These three types of change can be perceived auditorily (Bregman 1990) as well as visually (Rensink 2002). In both sensory modalities, moreover, change detection is to some extent automatic: under certain conditions, subjects can detect a change even if they did not pay attention to the relevant part of the sensory field (Theeuwes et al. 1998; Tiitinen et al. 1994; Yantis and Hillstrom 1994). One does not know, however, if the sensori-mnemonic mechanisms of auditory and visual change detection are essentially similar or significantly different.

In the domain of vision, precise proposals have been made regarding the neural processes responsible for the automatic detection of changes (Beck et al. 2001; Muckli et al. 2005; Newsome et al. 1986; Phillips and Singer 1974a, b). Psychophysical studies have demonstrated that human observers possess a fine-grain “iconic” memory thanks to which small local changes in a complex visual...
image can be detected effortlessly in the presence of a temporal gap (Pashler 1988; Phillips 1974; Stelmach et al. 1984). However, the storage time of iconic memory appears to be quite short: less than 100 ms. When details of a complex image have to be held for more than 100 ms, change detection is no longer automatic but requires voluntary attention, and human observers show a surprising “change blindness” (Luck and Vogel 1997; O’Regan et al. 1999; Rensink et al. 1997).

Concerning audition, numerous papers have reported neural correlates of acoustic changes in auditory cortical areas (Brosch and Schreiner 2000; Chait et al. 2007; Downar et al. 2000; McKenna et al. 1989; Näätänen et al. 2001), but the neural mechanisms of change detection remain mysterious. It has been concluded from some studies that auditory memory behaves like visual memory (Cowan 1995; Massaro and Loftus 1996; Visscher et al. 2007) and that change blindness has an auditory homologue, “change deafness” (Eramudugolla et al. 2005; Gregg and Samuel 2008; Pavani and Turatto 2008; Vitevitch 2003). In contrast, other experiments on auditory memory (Demany et al. 2008) have suggested that the auditory counterpart of iconic memory has a much longer storage time than iconic memory. This suggests, in turn, that automatic change detection might be achieved by different means in audition and vision. Whether visual and auditory change detection recruit essentially similar or fundamentally different processes, a basic question with clear implications for multimodal integration, thus remains unsettled.

In the present psychophysical study, auditory change detection and visual change detection were directly compared using stimuli and tasks which were matched as closely as possible. On each trial, in our main experiments, the subject was presented with a brief “test” stimulus consisting of 10 elements. On visual trials, the elements were dots arranged along a circle (see Fig. 1a, b). On auditory trials, the elements were simultaneous pure tones without harmonic relationships (Fig. 1c, d). Participants had to perform two different change-detection tasks, in separate blocks of trials. In the “present/absent” task, the probe could be the exact replica of a randomly selected element of the test stimulus, or it could be equidistant from two randomly selected neighbours of the test stimulus (Fig. 1a, c). The task was then to indicate whether the probe was present in the test stimulus or absent from it. In the “direction-judgment” task, on the other hand, the probe was always a shifted replica of a randomly selected...
element of the test stimulus, and one had to identify the direction of this shift. In the visual modality, the probe dot could be shifted either clockwise or anticlockwise along the circle formed by the test stimulus (Fig. 1b). In the auditory modality, the probe tone could be shifted either up or down in frequency (Fig. 1d). In both modalities, the magnitude of the shift always corresponded to 18% of the distance between neighbouring test elements.

The present/absent task required subjects to detect changes which were large, but such that there was no obvious relation between test and probe. Smaller changes had to be detected in the direction-judgment task, but these changes were such that one element of the test stimulus was close to the probe. Given that change magnitude was larger in the present/absent task, one would expect subjects to perform better in that task than in the direction-judgment task. For the auditory modality, however, a different outcome could be predicted. In a previous auditory experiment (Demany and Ramos 2005, experiment 1), listeners had performed both the present/absent task and the direction-judgment task with test stimuli akin to those used here. Surprisingly, performance was found to be better in the direction-judgment task than in the present/absent task. This paradoxical result was accounted for by assuming that the auditory system contains automatic detectors of frequency shifts. The detectors in question were thought of as an auditory counterpart of the automatic spatial-motion detectors of the visual system (Ditterich et al. 2003). Under that hypothesis, it could be expected that we would be able to observe here an advantage of the direction-judgment task over the present/absent task for vision as well as audition.

The two tasks were performed in a condition where the test stimulus preceded the probe (“TP” condition) and also in a condition where the probe preceded the test stimulus (“PT” condition). In the TP condition, the subject did not know at the onset of a trial which element of the test stimulus was going to be the relevant element for that trial. Hence, the entire set of 10 elements had to be memorized, as far as possible. Crucially, the 10 elements had to be memorized individually since the probe consisted of a single element; in other words, change detection could not be based on “Gestalt” cues. In the PT condition, by contrast, the probe drew the subject’s attention onto the appropriate region of the test stimulus, and only one element (the probe) had to be memorized. Since identical stimuli and tasks were used in the two conditions, a performance drop from the PT condition to the TP condition was wholly attributable to a shortage of memory and/or attention in the latter condition. By comparing the performance drops observed for the visual stimuli to those observed for the auditory stimuli, we determined whether memory and attention limit change detection similarly or not for vision and audition.

The choice to compare the perception of spatial changes for vision to the perception of frequency changes for audition was primarily motivated by the fact that space and frequency are the topographic dimension of the sensory epithelium in vision and audition, respectively. We will come back to this choice of dimensions in the Discussion, but let us already point out that several authors have already argued that the appropriate auditory analogy to visual space is auditory frequency, not auditory space (Kubovy and van Valkenburg 2001; Scholl 2001; Shamma 2001; Griffiths and Warren 2004).

Experiment 1

Experiment 1 consisted of two parallel sub-experiments—one on vision (experiment 1-VIS) and the other on audition (experiment 1-AUD)—in which the test stimulus and the probe were separated by a 500-ms inter-stimulus interval (ISI) in the TP and PT conditions.

Methods

In experiment 1-AUD, each test stimulus was an inharmonic “chord” of ten synchronous pure tones separated by frequency intervals of 5.5 semitones (i.e., 0.458 octave). From trial to trial, this chord was randomly transposed within a logarithmically scaled frequency range bounded by two rules: the lowest element of the chord had a minimum frequency of 125 Hz, and the highest element had a maximum frequency of 4,000 Hz. Due to these rules, the chord as a whole varied from trial to trial in a 10.5-semitone range. On each direction-judgment trial, the probe tone preceding or following the chord was positioned 1 semitone away from a randomly chosen element of the chord. In the present/absent task, when the correct response was “absent”, the probe was 2.75 semitones away from two adjacent elements of the chord. Whatever the task or condition (PT or TP), any trial began with the presentation of a 1.5-s random sequence of five pure tones, with frequencies drawn between 125 and 4,000 Hz. The next stimulus (test or probe) followed this random sequence after a 600-ms ISI. Each stimulus had a total duration of 300 ms and was gated on and off using raised-cosine amplitude ramps of 20 ms. Each pure tone had a nominal sound pressure level of 65 dB. The stimuli were presented binaurally (diously), via headphones (Sennheiser HD265 or HD250 Linear II).

In experiment 1-VIS, each test stimulus was an array of 10 circular dots regularly distributed on an imaginary circle centered on a visual fixation cross. The visual angle
subtended by the whole array was 17.3°. Two shades of
gray were used to produce the dots (luminance: 17.6 cd/m²)
and their background (luminance: 32.6 cd/m²). The visual
angle subtended by a dot was 0.8°. The computer screen
displaying the stimuli was at a distance of 49.5 cm from the
eyes of the subject, whose head was immobilized by means
of a chinrest. From trial to trial, the orientation of the array
was randomly varied. On each trial, the probe dot preceding
or following the array was positioned on the same circle as
the randomly chosen element of the array was rotated by 2\pi/55
radians, clockwise or anticlockwise; in the present/absent
task, when the correct response was “absent”, the corre-
spanding rotation angle was 2\pi/20. As in experiment
1-AUD, all stimuli had a total duration of 300 ms, and a
1.5-s random sequence of five elements (in this case single
dots at random positions along the imaginary circle referred
to above) was presented at the beginning of each trial; there
was again a 600-ms ISI between this sequence and the test
stimulus (in the TP condition) or the probe (in the PT
condition).

In experiment 1-AUD, subjects were tested in a double-
walled soundproof booth, where they gave their responses
by means of mouse clicks on two virtual buttons displayed
on a computer screen. In experiment 1-VIS, subjects were
tested in a dimly lit room and responses were given by
pressing one of two keys on a keyboard.

In both sub-experiments, the two possible responses on a
given trial ("present" vs. "absent", "up" vs. "down", or
"clockwise" vs. "anticlockwise") had the same a priori
probability of being correct. Response time was unlimited.
Subjects were informed of their results following each block
of trials. A given experimental session consisted of
one block of 50 trials in each of the four possible sub-condi-
tions [2 conditions (TP or PT) \times 2 tasks], which were
randomly ordered. Within a given block, any trial started
immediately after the response given on the previous trial.
For each subject and sub-experiment, eight sessions were
run, following an initial practice phase (see the next sec-
ton, "Participants"); 400 trials per subject were therefore
performed in each sub-condition.

In experiment 1-VIS, subjects were instructed to keep
their eyes on the fixation cross throughout the 1,100-ms
interval encompassing, on each trial, the presentation of
the test and probe stimuli. It was important to check that this
instruction was followed in the PT condition, where it
would have been advantageous for the subject to fixate the
probe visually (rather than only attentionally) when it was
presented, and then to wait for the test stimulus with the
eyes in that position. We thus used an eye-tracking system,

Each sub-experiment was carried out on seven subjects,
among whom three took part in both sub-experiments.
Thus, 11 subjects were tested overall. Nine of them were
students in their twenties; the remaining two subjects were
author DP (tested in experiment 1-VIS) and author LD
(tested in both sub-experiments). All participants in exper-
iment 1-AUD had normal hearing (audiometric thresholds
lower than 20 dB HL at both ears, up to at least 4,000 Hz).
Among these seven subjects, five had previously served as
subjects in related auditory studies; they were given only
one short practice session initially; the remaining two sub-
jects were initially trained in the two tasks for a longer
period (2 or 3 h). Participants in experiment 1-VIS had
normal or corrected-to-normal vision and no previous
experience in related tasks. They were initially trained for
about 2 h.

Results and discussion

Figure 2 shows subjects’ performance in terms of the sensi-
tivity index ‘(Macmillan and Creelman 1991) for each
sensory modality (audition or vision), task (present/absent
or direction-judgment), and condition (TP or PT). A three-
way ANOVA of these data revealed a significant main
effect of condition \( F(1, 48) = 65.1, p < 0.001 \): as could be
expected, performance was globally poorer when the probe
was presented after, rather than before, the test stimulus.
In contrast, there was no significant main effect of sensory
modality or task (\( p > 0.10 \) in each case). The absence of a
global effect of sensory modality is noteworthy but merely
indicates that we had successfully matched the prothetic
parameters of the visual and auditory stimuli. More impor-
tantly, the ANOVA revealed the presence of two—and only
two—significant interactions: one between sensory modali-
ty and condition \( F(1, 48) = 16.4, p < 0.001 \), the other
between sensory modality and task \( F(1, 48) = 26.6,
<p<0.001].

The first of these interactions reflects the fact that pre-
senting the probe after the test stimulus rather than before
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the test stimulus impaired performance much more for vision than for audition, whatever the task. The mean difference between the values measured in the two conditions was three times larger for vision (2.22) than for audition (0.74). This implies that in the TP condition, the extent to which memory factors and/or attentional factors imposed limits on change detection was considerably larger for visual changes than for auditory changes.

The second interaction stems from opposite task effects for the two sensory modalities: with the visual stimuli, the present/absent task was significantly easier than the direction-judgment task (τ = 0.005, Tukey test); with the auditory stimuli, the reverse was true (τ < 0.001). This is not because the visual version of the direction-judgment task was intrinsically more difficult than the auditory version: in the PT condition, the mean obtained for the visual direction-judgment task (2.12) was very similar to (and even slightly larger than) the mean obtained for the auditory direction-judgment task (2.04). Thus, when attention was focused on the relevant part of the test stimuli, the auditory and visual direction-judgment tasks were matched in difficulty. Nevertheless, performance was always better for present/absent judgments in the visual modality and always better for direction judgments in the auditory modality. This pronounced contrast suggests that visual change detection and auditory change detection are based on dissimilar mechanisms.

In addition to the ANOVAs reported above, we also performed a two-way ANOVA (Sensory modality × Condition) on subjects’ response biases in the present/absent task. (The direction-judgment task had to be discarded from the analysis since there was no logical way to match a given visual direction with a given auditory direction). Our index of bias was the statistic of signal detection theory (Macmillan and Creelman 1991). The ANOVA did not reveal any main or interaction effect [τ (1, 24) < 1 in each case]. Thus, in the present/absent task, there was no inter-modal difference regarding response strategy.

**Experiment 2**

In experiment 1, the test stimulus and the probe were always separated by a 500-ms ISI. Such an ISI might be too long for the automatic and direction-sensitive motion detectors of the visual system (Newsome et al. 1986), but not too long for auditory detectors of frequency shifts (Demany and Ramos 2005; Demany et al. 2008). We thus had to consider the possibility that the interaction between task and sensory modality observed in experiment 1 revealed only a quantitative difference between the two modalities, rather than a basic, qualitative difference. Besides, it could be thought that the counterintuitive task effect found with the auditory stimuli would perhaps disappear for ISIs well below 500 ms. These considerations motivated experiment 2, which was a replication of experiment 1 with ISIs of 0, 12, 24, 94, and 188 ms.

**Methods**

The stimuli were identical to those of experiment 1 except that each auditory stimulus was now gated on and off with 6-ms amplitude ramps. The tasks were exactly the same as before. However, we omitted the PT condition, and for this reason, the eye-tracking system was no longer used. There was a visual TP condition (experiment 2-VIS) and an auditory TP condition (experiment 2-AUD). Ten sub-conditions (5 ISIs × 2 tasks) were run in each case. As in experiment 1, all sub-conditions were run once per session, in a random order, within blocks of 50 trials. Again, each sub-experiment consisted of eight sessions, i.e., a total of 400 trials per participant in each sub-condition.

The two experimental groups consisted each of five subjects and had two common members. The eight subjects
tested overall included six students, author DP (tested in experiment 2-VIS), and author LD (tested in both sub-experiments). Three subjects had previously participated in experiment 1. The five new subjects were initially familiarized with the tasks as in experiment 1. All subjects had normal hearing and/or normal or corrected-to-normal vision.

Results

The obtained values of $d'$ are displayed in Fig. 3. As in our previous experiment, subjects behaved very differently in the visual and auditory situations. In experiment 2-VIS, the present/absent task was performed better than the direction-judgment task whatever the ISI; however, subjects were also more efficient when the ISI was short than when it was long. In experiment 2-AUD, by contrast, the direction-judgment task was always performed better than the present/absent task and performance did not depend on the ISI. A three-way ANOVA of the individual data (Sensory modality × Task × ISI) confirmed the existence of significant interactions between Sensory modality and Task [1, (1, 80) = 98.4, < 0.001] and between Sensory modality and ISI [4, (80) = 6.5, < 0.001]. There was no significant three-way interaction [4, (80) = 1.5, = 0.22]. In the direction-judgment task, for the shortest ISI (0 ms), the average visual performance ($d' = 1.18$) was very similar to the average auditory performance ($d' = 1.00$); but for the longest ISI (188 ms), the average auditory performance ($d' = 1.02$) was definitely better than the average visual performance ($d' = 0.10$), and this difference was statistically significant [8] = 4.4, = 0.002, two-tailed test]. Overall, performance was significantly better for the visual stimuli than for the auditory stimuli [1, (80) = 29.6, < 0.001], because the visual present/absent task was easy when the ISI was very short.

As in experiment 1, a two-way ANOVA (Sensory modality × ISI) of the values of $d'$ for the present/absent task did not reveal any main or interaction effect (< 1 in each case).

The foregoing analyses of subjects’ behavior, in experiment 1 as well as experiment 2, used the conceptual framework of signal detection theory. In this conceptual framework, the internal representation of each stimulus element is a variable: change detection is limited by Gaussian internal noise. Such a model has been justified by experimental evidence (Wilken and Ma 2004). However, other models are conceivable (Micheyl et al. 2008). As proposed by Pashler (1988), it may be assumed that a given stimulus element is either processed, and then encoded perfectly, or not processed, and then not encoded at all. Under this model, performance in the TP condition is determined by the number of test stimulus elements that the subject is able to process. This can be computed as $d' = \frac{1}{\sqrt{N}} \frac{(\phi - 1)(1 - \phi)}{\sqrt{\phi(1-\phi)}}$, where $N$ is the total number of test elements, is the probability of a hit (e.g., a correct “absent” response), and is the probability of a false alarm. Figure 4 displays the results of experiment 2 in terms of capacity (we also plot in this figure the results obtained for the TP condition of experiment 1). Satisfactorily, it can be seen that all the trends described above with respect to $d'$ are again observable with respect to capacity.

Discussion

The task effects found in experiment 2 replicate those of experiment 1. In the visual present/absent task, mean performance was good when the ISI was 0–24 ms, but much worse for a 188-ms ISI. This is consistent with the results of several previous studies in which observers had to detect small differences between complex visual stimuli separated by variable ISIs, ranging from 0 to a few hundreds of ms (Phillips 1974; Stelmach et al. 1984; Pashler 1988). It was found in all these studies that detection performance decreased very rapidly as the ISI increased. This was the case when the detected changes were experienced as movements (Pashler 1988) as well as when the change was
instead experienced as an appearance or disappearance (Phillips 1974).

Crucially, the fact that performance was good for the shortest ISIs indicates that for longer ISIs (including the 500-ms ISI used in experiment 1), subjects’ difficulty in the visual TP condition reflects memory limitations. In the auditory TP condition, on the other hand, performance was apparently not limited by memory. It is remarkable that in this condition, we found an advantage of the direction-judgment task over the present/absent task even for ISIs below 100 ms, because for such ISIs a sound can perceptually mask a subsequent sound; since this phenomenon, called forward masking, shows a sharp frequency selectivity (Moore 2004), exploiting it in experiment 2-AUD would have facilitated the present/absent task much more than the direction-judgment task.

Experiment 3

This short final experiment was intended to determine whether, for visual test stimuli consisting of more than 10 dots, the direction-judgment task could become easier than the present/absent task. Such a reversal of trend was a priori conceivable because increasing the number of dots was expected to increase the difficulty to perceive a given dot individually (Intriligator and Cavanagh 2001). We used in experiment 3 circular arrays of 20 dots. The arrays had the same diameter as in experiments 1-VIS and 2-VIS, but the dots now subtended a visual angle of 0.5°. In the direction-judgment task, the spatial shifts of the dots were again equal to 18% of the distance between neighbouring test elements. Five subjects, including authors LD and DP, were tested in the TP condition, with ISIs of 0, 12, and 24 ms. Four of these subjects had been previously tested in experiment 1-VIS and/or experiment 2-VIS. For each combination of ISI and task, 200 trials per subject were run. From the shortest to the longest ISI, took mean values of 2.47, 1.44, and 1.82 for the present/absent task, versus 0.29, 0.28, and 0.12 for the direction-judgment task. These data are basically similar to those obtained in experiment 2-VIS.

General discussion

Contrary to the common belief that auditory memory and visual memory function in the same way (Cowan 1995; Massaro and Loftus 1996; Visscher et al. 2007), our study suggests that there are profound differences between the sensori-mnemonic processes involved in visual versus auditory change detection. The evidence is threefold.

A second difference observed here between visual and auditory change detection is a differential effect of attention. In experiment 1, visual performance was markedly better when the focus of attention was directed to the relevant element of the test stimulus (PT condition) than when the relevant element was unpredictable (TP condition); auditory performance, in contrast, was only weakly affected by this manipulation. Thus, auditory change detection appears to
be more “automatic” than visual change detection. What we found for vision tallies with previous demonstrations of the major role of attention in visual change detection (O’Regan et al. 1999; Rensink et al. 1997). The absence of a similar auditory effect is more surprising insofar as attention can markedly affect performance in auditory tasks of various types (Best et al. 2008; Hafter et al. 2008). However, the fact that attention had no significant effect in our auditory direction-judgment task is logically consistent with the fact that this task was performed much better than the auditory present/absent task: both of these results indicate that a pitch change between two tones can be consciously heard even when one of them has not been consciously perceived individually.

Whereas, in the auditory modality, the direction-judgment task was always performed better than the present/absent task, the reverse was always true in the visual modality. This third differential effect is our main finding.

The advantage of the present/absent task in our visual experiments can be explained in two ways. Most importantly, the changes to be detected in the present/absent task were larger than those to be detected in the direction-judgment task. A secondary factor, when the ISI was very short, may have been an additional perceptual cue produced by local interactions between transient neural responses to onsets and offsets. As shown by Phillips and Singer (1974a, b), when a given visual stimulus (such as a dot) is presented twice at the same place with a short ISI between the two presentations, the neural response to the onset of the second presentation is affected by the offset of the first presentation. This presumably provided a flicker cue in the present/absent task of experiment 2-VIS. Such a cue could not occur in the direction-judgment task. The poor performance in the latter task shows that the automatic motion-detectors of the visual system generally failed to provide reliable perceptual cues when direction had to be judged. This does not imply that no motion was perceived: it is also possible that many motion signals were generated, but failed to indicate reliably the direction of the change. An overintegration of motion signals from large parts of the visual field could thus explain our results. This interpretation is supported by the subjective reports of participants, who claimed to respond without hesitation in the direction-judgment task because they could see motion, even though their performance was in fact close to chance.

In our auditory experiments, by contrast, the direction judgments were always more accurate than the present/absent judgments. This is a striking finding since it means that relatively small changes were better detected than larger changes. One can account for such a finding with a simple model of frequency-shift detectors (FSDs) (Demany and Ramos 2005; Demany et al. 2009). Suppose that each FSD responds optimally to small shifts in a given direction, the upward direction for one subset of FSDs and the downward direction for the remaining subset. On a direction-judgment trial, one of the two subsets will tend to respond more vigorously than the other subset, and this asymmetry will point to the correct response. However, on both “present” and “absent” trials, there will be no definite response asymmetry. Hence, if the consciously available information about the FSDs’ activity is only the relative difference between the response strengths of the “upward” and “downward” subsets, the FSDs will provide no helpful cue in the present/absent task. The model that we just described is strongly reminiscent of a recent conceptualization of visual motion perception (Ditterich et al. 2003). Yet, our study as a whole suggests that the analogy between auditory FSDs and visual motion detectors cannot be carried far. In any case, the FSDs appear to operate on internal representations of frequency that are not accessible to consciousness and persist in some implicit auditory memory for at least 500 ms after the end of the stimulus. A similar memory system does not seem to exist for vision.

To be of interest, the differences that we observed between vision and audition should not depend on peculiarities of the visual and auditory stimuli. While we cannot rule out this possibility entirely, efforts were made to select comparable stimuli. We compared the detection of spatial shifts in dots to the detection of frequency shifts in pure tones. Two points can be made to justify such a choice. First, it is reasonable to consider dots and pure tones as subjectively homologous since these two types of stimuli are subjectively elementary, that is, impossible to split up into subparts. Second, as noted previously by a number of authors (e.g., Kubovy and van Valkenburg 2001), spatial position in vision is better likened, in the auditory domain, to frequency than to spatial position itself. Whereas dots differing in spatial position as well as tones differing in frequency activate different neurons in the sensory periphery, this is not the case for tones differing only in spatial position. Indeed, simultaneous tones differing only in spatial position are impossible to perceive as separate entities. Thus, frequency is the primary dimension of sounds for the auditory system, and as such it is the appropriate “auditory translation” of spatial position in vision. One might think that by using chords of tones differing both in frequency and in spatial position, it is possible to investigate the perception of auditory spatial shifts in an experimental paradigm similar to the one used here for vision. However, this is in fact difficult due to the limited spatial resolution of simultaneous tones by the binaural system (see, e.g., Diveyni and Oliver 1989). Moreover, such an experiment would not be a logically satisfactory transposition of our visual experiments since the shifts to be detected would occur in a dimension that differs from the one in which the elements of the test stimuli are primarily individualized.
In a chord of pure tones differing in frequency, hearing out a given tone as a separate entity can be difficult even when the frequency differences are large enough to prevent significant overlaps of the tones’ neural representations in the auditory system. This results from a phenomenon called informational masking (Kidd et al. 2008). Auditory informational masking has a visual counterpart, called crowding in the visual literature (Intriligator and Cavanagh 2001). Both effects tend to increase with the number and proximity of the elements making up the stimulus. In experiments 1 and 2, it may well be that the amount of crowding affecting the perception of our 10-element visual stimuli was smaller than the amount of informational masking affecting the perception of the corresponding auditory stimuli. However, when we used instead 20-element visual stimuli, in experiment 3, we found again that the present/absent task was performed better than the direction-judgment task; in addition, the advantage of the present/absent task was not weaker than the advantage previously observed for 10-element stimuli, and performance in the direction-judgment task was very close to the chance level. So, it seems impossible to design a configuration of dots for which the direction-judgment task would be easier than the present/absent task. With tones rather than dots, on the contrary, one obtains such a trend quite invariably, without having to use peculiar tonal configurations.

Although we cannot completely rule out the existence of visual phenomena akin to the auditory phenomena reported here, our study suggests that auditory memory is, at least in some respects, more sophisticated than visual memory. Specifically, auditory memory appears to be a more efficient tool for the automatic identification of relations between sensory events that differ from each other and are separated by relatively long temporal gaps. This makes sense from an ecological point of view. In everyday life, memorizing the details of a complex visual scene for hundreds of ms is superfluous because the visual world constitutes an external memory (O’Regan and Noë 2001); the scene will generally remain available for scrutiny. Moreover, it is unlikely that an element of the scene will disappear and reappear some time later at a different position; instead, changes in position are most often continuous motions. By contrast, humans typically extract auditory information from fleeting sequences of sounds that differ from each other in frequency content and can be separated by substantial silent pauses. These successive sounds need to be linked perceptually in order to form recognizable words, sentences or tunes (Demany and Semal 2008). An essential function of the FSDs is presumably to create a link between successive sounds which are spectacularly close to each other; that would be useful because such sounds are likely to originate from one and the same acoustic source rather than from separate and concurrently active sources (Bregman 1990). In any case, the binding of successive sounds into higher-order auditory entities such as those which are meaningful for human listeners clearly calls for an elaborate and largely automatic auditory memory.
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